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1.0 OBJECTIVES 

After going through this Unit you will be able to: 

appreciate the importance of statistics in our life; 

explain some basic concepts used in the study of statistics; 

define statistics in both singular as well as the plural sense; and 

identify the uses and misuses of statistics. 

1 1 INTRODUCTION 

Now-a-days the word 'statistics' has become a household word, although different 
people comprehend it in different senses. The modem educated person has to be 
a person of statistics, broadly understanding its meaning and applying it to his/her 
life in different ways. For example, everyday we come across different types of 
quantitative information in both print as well as electronic media on topics like 
population, exchange rate fluctuations, Inflation rate, day and night temperatures 
(being below or above normal; lowest or highest in the century or in the last thirty 
years or so), etc. In order to improve our understanding of the world around us, 
it is necessary to: 

a) measure what is being said, 

b) express it numerically, i.e., in numberslquantities like weights in so many 
kilograms, eggs in so many dozens, etc., and 



Data and Its Presentation c) utilize quantitative information Or expression to draw conclusions and suggest 
policy measures. 

Needless to say that if we cannot measure and express, in terms of numbers what 
is being said, then our knowledge will remain insufficient and far fiom being 
satisfactory. Statistics thus involves some sort of numerical information called 
"numerical data" or simply "data". For example, one may give a statement &at 
hdshe has studied statistics (that is quantitative information) on absenteeism among 
the educated and the uneducated workers in Indian industries and found that 
incidence of absenteeism is more among the latter. Helshe is referring to the 
numerical figures or numerical information technically called data. 

.Other examples of data are: 

a) India is suffering from population explosion, annual growth of population being 
around 2%. 

b) Students of XIIA have shown a better result than those of XIIB beCause the 
average marks of the former are 25% more than the average marks of the 
latter. 

c) Foreign exchange reserve of the country has been the highest so far since 
independence and stood at $ 1  10 billion. 

d) As per the 2001 census population of India was 1027 million. 

Many more such examples can be found and the students are expected to go 
through this exercise on their own. 

History of Statistics 

The word Statistics is the modern form of the word statistik which in turn has 
been derived h m  the Italian word "statista" meaning "statesman". Professor Gott 
Fried Achenwall used it in the 18th century. It was Dr. E.A.W. Zimrnerman who 
introduced the word statistics into England. 

E&ly government records show statistical information on some aspects of 
population, land records, military strength of different wings, mortality during 
epidemics and so on. Perhaps it was because of this that Statistics was called the 
soience of kings. But as the humanity developed, the usage as well as understanding 
of Statistics increased and now it is difficult to imagine a field of knowledge which 
can do without statistics. In fact, it has become an important tool of analysis. 

1.2 MEANING OF STATISTICS 

Let us look into the meaning of the word 'Statistics'. It conveys different meaning 
to different people. A common man may simply interpret it as a mass of figures, 
gtaphs or diagrams relating to an economic, business or some other scientific 
aqtivity. However, for an expert, it may also imply a statistical method of 
investigation in addition to a mere mass of figures. Let us discuss each of these. 

1.21 Statistics in Plural Sense 

Statistics in plural sense means the mass of quantitative information called 'data',, 
For example, we talk of information on population or demographic features of India 
atrailable from the Population Census conducted every ten years by the Government 
of India. Similarly, we can have statistics (quantitative data or simply data) on 



enrollment of students in a particular university, say, over the last ten years. Further, 
data are collected by almost all ministries of the Government of India relating to 
their activities. 

Also referred to as Statistical Data, Horace Secrist describes statistics in plural 
sense as follows: 

"By statistics we mean aggregates of facts affected to amarked extent .by 
multiplicity of causes numerically expressed, enumerated Or estimated 
according to reasonable standard of accuracy, collected in a systematic 
manner for a pre-determined purpose and placed in relation to each other." 

This definition of statistics in plural sense highhghts the follo&g features: 

a) Statistics are numerical facts: In order that information obtained from an 
investigation can be called as statistics or data, it must be capable of being 
represented by numbers. The collected data may be obtained either by the 
measurement of characteristics (like data on heights, weights, etc.) or by 
counting when the characteristics (like honesty, smoking habit, beauty, etc.) 
is not measurable. 

b) Statistics are aggregates offacts: Single and unrelated figures even though 
expressed as quantities are not statistics. For example, in a university 
examination Mr. Sharma secures 65% marks does not make statistics or data. 
However, if we find that out of 3 lakh university students whose average marks 
were 55%, Mr. Shanna secured 65% marks, then these figures are statistics. 
So no single figure in any' sphere of statistical inquiry, say production, 
employment, wage and income constitutes statistics. 

c) Statistics are affected to a marked extent by multiplicity of causes: In 
physical sciences it is possible to isolate the effect of various forces on a 
particular event. But in 'Statistics' facts and figures, that is, the collected 
information, are greatly influenced by a number of factors and forces working 
together. For example, the output of wheat in a year is affected by various 
factors like the availability of irrigation, quality of soils, method of cultivation, 
type of seed, amount of fertilizer used, etc. In addition to this there may be 
certain factors which are even difficult to identify. 

d) Statistics are numerically expressed: Statistics are statements of facts 
expressed numerically or in numbers. Qualitative statements like "the students 
of a school ABC are more intelligent than those of school XYZ" cannot be 
regarded statistics. Contrary to this the statement that ''the average marks in 
school ABC are 90% compared with 60% in school XYZ, and that the former 
had 80% first division compared with only 50% in the latter", is a statistical 
statement. 

e) Statistics are enumerated or estimated with a reasonable degree of 
accuracy: While enumerating or estimating statistics, a reasonable degree of 
accuracy must be achieved. The degree of accuracy needed, in an investigation, 
depends upon the nature and objective of investigation on one hand and upon 
the time and resources on the other. Thus it is necessary to have a reasonable 
degree of accuracy of data, keeping in mind the nature and objective of 
investigation and availability of time and resources. The degree of accuracy 
once decided must be uniformly maintained throughout the investigation. 

f) Statistics are collected in a systematic manner: Before the collection of 
statistics, it is necessary to define the objective of investigation. The objective 
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Data and ~ t s  Presentation of investigation must be specific and well defined. The data are then collected 
in systematic manner by proper planning which involves finding of answers 
to questions such as: Whether to use sample or census investigation, how to 
collect, arrange, present and analyse data, etc. This will be discussed in Unit 
2 in greater detail. 

g) Statistics should be placed in relation to one another: Only comparable 
data make some sense. Unrelated and incomparable data are no data. They 
are just figures. For example, heights and weights of students of a class do 
not have any relation with the income and qualification of their parents. For 
comparability, the data should be honiogeneous; that is, it should belong to 
the same subject or class or phenomenon. For example, pocket money of 
the students of a class is certainly related to the income of their parents. Prices 
of onions and potatoes in Delhi can certainly be related to their prices in other 
cities of India. 

Thus, it will not be wrong to say that "all statistics are numerical statements 
of facts but all numerical statements of facts are not statistics". 

1.2.2 Statistics in Singular Sense 

In the singular sense, Statistics refers to what is called statistical methods which 
means the ever-growing body of techniques for collection, condensation, 
presentation, analysis and interpretation of statistical datalquantitative information. 
In simple language, it means the subject of Statistics like any other subject such 
as Mathematics or Economics. 

We can now take up definitions given by some ~ o u s  statisticians. 

A. L. Bowley gave a few definitions but none of them was complete and 
satisfactory. However, his two definitions make some sense even though incomplete. 
For example, he says, "Statistics may be called the science of counting". Here 
he is emphasizing on enumeration aspect of statistics, which no doubt is important. 
At another place he describes statistics as "the science of measurement of the 
social organism...". He is also of the view that "Statistics may rightly be called 
the science of average". Although measurement, enumeration and averages 
(Arithmetic, Geometric and Hannoqic means; Mode and Median which we will 
discuss in the next Block) are important, yet they are not the only concern of 
Statistics, as we shall study in the subsequent units. 

Croxton and Cowden have put forward a very simple and precise definition of 
Statistics as "Statistics may be defined as the collection, presentation, analysis 
and interpretation of numerical data". 

This definition lays emphasis on five important aspects, which in fact, constitute 
the very scope of the subject called Statistics or Statistical Methods. These 
are: 

A) Collection of data: In any statistical inquiry, the collection of data is the first 
basic step. They form the foundation of statistical analysis, and therefore utmost 
care should be taken in collecting data. Faulty data will certainly lead to 
misleading results and can do more harm than good. The data can be drawn 
from two sources: 

a) Primary source where data are generated by the investigator himself 
through various methods discussed in detail in the next Unit, Section 
2.4. 
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3 b) Secondary source where data are extracted from the existing 
published or unpublished source, that is, from the data already 

1 collected by others. It saves a lot of time, effort and money of the 
i investigator; but then he has to be conscious and judicious in their 
i use. A detailed discussion is available in our Unit 2, Section 2.5. 

B) Arrangement ofData: Data fiom the secondary source are already arranged 
or organised like population data from Census of India. A minor rearrangement 
to suit our needs can be undertaken. However, primary data are in a haphazard 
form and need some arrangement so that it makes some sense. The steps 
involved in this process are: - 

a) Editing: This involves the removal of omissions and inconsistencies 
involved in the collected information. 

b) Classzfication of data: It follows editing. It involves arranging data 
according to some common characteristicls. Normally the raw 
information received fiom the respondents is put on the master sheets. 
For example, we may conduct a survey on, say, metal based 
engineering industries of Orissa, from where information are 

i collected on capital structure, output of different types of products, 
employment of unskilled, semi-skilled and skilled workers, cost and 
price structure, technology aspects, etc. All this information can be 
put on master sheets. For more details refer to Unit 3. 

C) Tabulation: It is the last step in the arrangement process. From the master 
I sheets (or coded sheets) information is tabulated in the form of frequency 

distributions or tables, where information is arranged in columns and rows. 
For more details refer to Unit 3. 

D) Presentation of Data: After the data have been arranged and tabulated, they 
can now be presented in the form of diagrams and graphs to facilitate the 
understanding of various trends as well as the process of comparison of various 
situations. Two different types of presentation of data are normally used, 
detailed study of which will be made in Unit 3. 

These are: 

a) Statistical tables 

b) Graphs including line graphs. 

E) Analysis ofData: It is the most important step in any statistical inquiry. A 
major portion of this course in Statistics is devoted to the methods used for 
analysing the collected data to derive some policy conclusions. The tools of 
analysis will be discussed in details in later units. For the time being we can 
summarize them as follows: 

TOOLS OF STATISTICAL ANALYSIS 

I) Theoretical Statistics 

a) Uni-variate analysis. 

0 Measures of Central tendency: This includes mathematical averages such as 

arithmetic mean @)geometric mean (G') and harmonic mean (X) and 

positional averages such as mode (M) and median (M,), and other partition 
values which include quartiles (Q), octiles (0), deciles (D) and percentiles (P). 

Basic Concepts 



Data and its Presentation i) Measures of dispersion: These include crude measures such as range (A), 
qua i le  deviation (QD), Mean Deviation (d), standard deviation (s), etc. 

i )  Measures of Skewness (S,) - Karl Pearsons, Robert Bowley's, and Moment 
based (b, coefficient) measures. 

iv) Measures of Kurtosis (b, coefficient) based on moments. 

v) . Probability and probability distributions such as Binomial, Poisson and Normal. 

b) ~i-variate analysis 
It includes analysis using two variables hke amount of fertilizers (x) and the amount 
of yield (y) where it is known that yield (y) is affected by the amount of fertilizers 
(x) used. In this context we will discuss linear correlation (rv) and regression 
analysis in Units 7 and 8. 

11) Applied Statistics 

Here we use the tools developed in I to analyse some very useful aspects of ow 
daily life. These include: 

b) Index numbers 

c) Vital Statisctics 

d) Inferential statistics, e.g., testing of hypothesis, etc. 

F) Interpretation ofData: It is the last but very crucial stage of a statistical inquiry 
or investigation. It is a job in itself which requires high degree of aptitude, skill 
and experience. In case of faulty interpretation, the very purpose of the 
investigation is lost. Our policies and actions later on depend very much on 
how soundly and correctly we interpreted our data. On this basis Wallis and 
Robert (Statistics - A New Approach) have rightly remarked that statistics 
may be regarded as "a body of methods for making wise decisions in the 
face of uncertainty". 

1.2.3 Meaning of the Word 'Statistic' 

You must have been buying a few kilograms of wheat every month for your family 
consumption. How do you judge the quality of wheat contained in a bag of 100 
kgs? Theoretically two methods are open to you: 

a) Census method where each and every grain of wheat is examined. You will 
study in Unit 2 how this method is costly, time consuming, boring and at the 
same time unnecessary because almost same results can be obtained fiom a 
sample inquiry. 

b) Sample method where one or more sanples, each containing few g r w ,  are 
selected and examined. If you are satisfied with the sample/s, you buy the 
grains, assuming that all grains in the bag are of similar quality. 

The statistical values of the characteristics of a population (such as mean height 
of students in a university for) are known as parameters. On the other hand, the 
mean, standard deviation, etc. of the sample taken fiom the population, are known 
as statistic and are the estimators of the parameter values. 

Check Your Progress 1 

1) ' Are the following statements correct? Give reasons in two or three lines:- 

a) Statistics has no use for a modem man. 

b) Statistics and statistic imply the same thing. 



c) Statistics in singular sense implies statistical methods. 

d) Statistics may rightly be called the science of averages. 
e) Statistics need not be numerically expressed. 

2) Give five examples of the use of Statistics in daily life. 
................................................................................................................... 
................................................................................................................... 
................................................................................................................... 
................................................................................................................... 
................................................................................................................... 

Use the words Statistics, statistics and statistic in three separate sentences to 
bring out the difference in them. 

4) How would you judge.the quality of potatoes from a bag of 100 kg. from 
which you want to buy 5 kg. Use the words population, sample, statistic and 
parameters in your explanation. (Restrict your answer to six lines). 

Basic Concepts 



Data and Its Presentation ............................................................................................................ 

................................................................................................................... 

................................................................................................................... 

.................. ................................................................................................. 

................................................................................................................... 
I 

1.3 IMPORTANCE OF STATISTICS 

We have seen in Section1 . 1 , that Statistics has a very wide application in our daily 
life. It is required in eved field of inquiry; its lmowledge has become necessary 
to study and understand our day to day problems. A Statistician H. G Wells had 
rightly pointed out that "statistical thinking will one day be as necessary for 
eflcient citizenship as the ability to read and write". Further, Statistics has 
acquired universal application. Even A. L. Bowley remarked that, "Statistics 
cannot be confined to any one science". Thus, statistics islare applied and 
interpreted in different ways in different fields of knowledge. 

1.3.1 Statistics and Economics 

The relationship between Statistics and Economics is very old. In 1690 Sir William 
Petty wrote a book titled "Political Arithmetic" using Statistics in Economics. In 
the late 19th century Alfied Marshall had observed that "Statistics are the straw 
out of which I, like every other economist, have to make bricks". 

In the 20th century, economists largely based their theories on statistical inquiry 
- on empirical evidence of human behavior rather than on deductive methods 
of analysis. J.M. Keynes, V. Pareto and others used statistics very extensively. 
Recently Statistics and Economics have been so intermixed that a new branch 
known as Econometrics has developed. Mean, Standard deviation, Regression 
analysis, Normal distribution, Sampling theory, etc. are being used extensively in 
economic analysis. In addition to this, following are the other important uses of 
statistics. The list is only illustrative and not exhaustive. 

1) Estimation and analysis of national income. 
2) Input-output analysis. 

3) Empirical analysis of production hction. 

4) Financial statistics as contained in Reserve Bank of India Bulletins. 

5) Statistical studies of population or demographic features like death rate, birth 
rate, life expectancy, etc. 

6) Statistical studies of market structures like oligopolies and monopolies, etc. 

7) Macro-economic variables like price level, employment, money supply, etc. 

8) It would be,impossible to understand and steer the growth process in 
I underdeveloped economies without the availability of suf5cient and reliable 

statistical informatiop. Economic planning is just not possible without the 
availability of suflicient and reliable data. 
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p 1.3.2 Statistics and Business 

Statistics helps in business too. For a progressive business concern, analysis of 
costs, revenue, profits, labour and capital, marketing, etc. are essential. Business 

I 

planning involves business forecasting based on market surveys on demand, 
availability of substitute brands, opinions of consumers regarding different brands, 

1 co~~sumers preferences, etc. Using time series analysis, one may isolate the effects 
I 

1 of secular trend, seasonal variations, cyclical factors and irregular factors, on a 
business activity (see Unit 10). 

Statistical methods are useful to business in formulating its business policies and 
achvities in the field of production, finance, personnel, accounting and quality control. 
Modem business h s  make extensive use of graphs, charts, and diagrams in their 
sale promotion efforts and display of their production achievements. 

I 1.3.3 Statistics and Physical Sciences 

Statistics has proved to be useful in physical sciences like Physics, Geology, 
Astronomy, Biology, Medicine, etc. A modem doctor relies heavily on the 
information on various parameters of a patient in diagnosing his disease. These 
include his body temperature behaviour, blood pressure and blood sugar level, 
ECG, etc. Doctor needs this information all the more when performing surgery. 

Further, before introducing a new drug, data are collected and analysed for its effects 
on rats, monkeys, rabbits, etc. If found statistically satisfactory, the experiments 
are then conducted on human beings. The efficacy of the medicine is studied 
statistically. For example, researchers may be interested in finding whether quinine 
is still effective in the control of malaria with a new strain of mosquito. They may 
conduct the experiment on, say, 1000 patients selected at random. If the percentage 
of success is quite high, researchers may declare that quinine is still effective in 
the control of malaria. 

Similarly, statistical studies are conducted in other physical sciences. Perhaps, 
it will not be an exaggeration to say that there is hardly any scientific study 
where use of statistical methods is not undertaken. The Gaussian " ~ o r m ~ l  ~ a w  
of Errors" was used to study the movements of stars and planets. Thus, as 
Bowley pointed out, statistics can "prove useful at any time under any 
circumstance". 

1.3.4 Statistics and Mathematics 
I 

The relation between Statistics and Mathematics is known to exist since the 17th 
century. The theory of probability has bearing on various statistical methods. In 
the last 100 years or so Statistics and Mathematics have come very close to each 
other to evolve a new subject called MathematicaI Statistics. 

1.3.5 Statistics and other Social Sciences 

Similarly, scholars are increasingly using Statistics in Education, Political Science, 
Geography, Psychology, ~ n t h r o ~ o l o ~ ~ ,  etc. All public opinion polls are based 
on Statistics. Other fields where Statistics is useful are all types of insurance, 
warldefense preparedness, index numbers and dearness allowances formulae, 
etc. 

Basic Concepts 



Data and Its Presentation 1.4 MISUSES OF STATISTICS 

Although Statistics is indispensable in almost all fields of learning as pointed out 
above, yet it is likely to be misused and inisinterpreted by the vested interests. 
These interests, like a ruling party, can always manipulate figures to anive at the 
predetermined favourable results. Because of the various misuses, Statistics is 
sometimes called an unscrupulaus science. Various facts can be twisted, distorted 
and presented with an evil design. This becomes easy when the state or the other 
vested interests have the monopoly of collecting and presenting statistics. 

All this, no doubt therefore, has produced various misgivings about Statistics 
such as: 

a) "Statistics can prove anyth~ng~~ 

b) "Statistics are the lies of the first order". 

c) ."There are three kinds of lies, namely, lies, damned lies and statistics" 

d) "Statistics is the rainbow of lies." 

Statistical conclusions may be misinterpreted and hence can be disastrous. A story 
goes that a mathematician finding average height of his family members higher than 
average depth of a stream, decided to cross it safely. But on the other bank of 
the stream he found that except himself, all other members were drowned because 
his abnormal height had pulled up the average. 

1;5 LIMITATIONS OF STATISTICS 

. As mentioned earlier in Section 1.3 s f  this Unit, and according to H.G Wells, 
"Statistical thinking will one day be as necessary for efficient citizenship as the ability 
to read and write". However, statistics are not like Alladin's lamp which can 
pdorm all tricks. The following list of limitations is worth mentioning: 

Firstly, statistical analysis depends upon tlie type of variable under consideration. 
For qualitative data such as beauty, health, goodwill and honesty, attempts have 
been made indirectly in the form oCAnalysis of Association of Attributes. Here 
we do not measure things llke honesty but count their number. 

. Secondly, statistics deal only with aggregates. That is no significance is attached 
to individual ifems which make this aggregate. For example, one state of India may 
be richer than other states, but some people may be much poorer in the rich state 
than some people of the poorer states. Averages sometimes may be misleading. 

Thirdly, statistical conclusions are not mathematically exact. It is possible that with 
wrong samples, taken knowingly or unknowingly, the results may be favourable 
by fluke. 

Fourthly, as mentioned in Section 1.4, statistical measures like averages may be 
misinterpreted and hence can prove disastrous. 

check Your Progress 2 

1) Comment on the following statements in 3-4 sentences 

a) Statistics are confined only to Economics and Business. . \ m, 1 .  . 1. I n*. . .  *. 



c) If the per capita income of a country is Rs. 4050, it means that everybody 
is getting that income. 

d) Econometrics is an intermix of Economics and Mathematics. 

Basic Concepts 

2) Give five examples of the use of Statistics in Economics and 'Business. 

............................................... .................................................................... 

................................................................................................................... 

3) Mention four fields where Statistics is being used prominently. 

................................................................................................................... 
4) Explain the following terms: 

a) Mathematical Statistics 

b) Statistics as an unscrupulous science 

c) Statistics as Alladin's lamp 
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1.6 LET US SUM UP 

A modem man must possess knowledge of Statistics like that of reading and writing. 
The word Statistics in singular sense implies statistical methods aimed at collecting, 
arranging, presenting, analysing and interpreting data. In the plural sense, it mean 
mass of quantitative information like population data. 

The word statistic (as against statistics) means an estimator obtained h m  a sample 
with a purpose to infer about the population value called parameter. 

Statistics has utility in almost all branches of knowledge. In Economics and Business 
it has a special utility. Combination of Economics, Statistics and Mathematics has 
led to a new subject called Econometrics. 

In spite of immense utility, some unscrupulous persons have misused statistics driving 
it to the level that is worse than damned lies. Because of this, sometimes, it has 
been termed as unscrupulous science. 

1.7 KEY WORDS 

Stqtistics: In plural sense, it means a set of numerical figures commonly known 
as statistical data. 

Statistics: In singular sense, it means scientific methods for collection, presentation, 
analysis and interpretation of data. 

Statistic: It is measure, like arithmetic mean, median, geometric mean, standard 
deviation, etc., calculated fiom sample. It is also termed as estimator in the theory 
of estimation. 

Palameter: It is a measure like arithmetic mean, median, geometric mean, standard 
deviation, etc., calculated by using all values of population. 

Quantitative data: These are information on measurable characteristics. Such data 
are available in the form of numerical figures. 

Qualitative data: These are information on a non-measurable characteristics like 
honesty, beauty, color, caste, etc. 

Population: The totality of all the units falling under the scope of an investigation. 

Sample: A sample is a fiaction of the population used to Study its one or more 
characteristics. 



Census: A method of investigation in which irrformatibn is collected fium all units 
of the population. 

Sampling: A method of investi@on in which information is collected h m  sampled 
units only. 

1.8 SOME USEFUL BOOKS 
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1.9 ANSWERS OR HINTS TO CHECK YOUR 
PROGRESS EXERCISES 

Check Your Progress 1 

1) (a) false, (b) false, (c) true, (d) true, (e) false. 

2) Refer Section 1.1 

3) Refer Sub-sections 1.2.2 to 1.2.3 

4) Refer Sub-section 1.2.3 

Check Your Progress 2 

1) a) Refer Section 1.3 

b) and (c) refer Section 1.4 

d) Refer Sub-section 1.3.1 

2) Refer Sub-sections 1.3.1 and 1.3.2 

3) Refer Section 1.3 

4) a) Refer Sub-section 1.3.4 
- 

b) Refer Section 1.4 

c) Refer Section 1.5 
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Key Words 

Some Usefil Books 

Answers or Hints to Check Your progress Exercises 

2.0 OBJECTIVES 

On going through this Unit you will be able to: 

explain the concept and types of data; 

identi9 the importance of data in a statistical inquj., 

explain various survey techniques; and 

identi@ the uses and limitations of secondary data. 

We face problems in various fields of our life, which force us to think and discover 
their solutions. When we are genuinely serious about the solution of a problem 
faced, a thinking process starts. Statistical Thinking or Statistical Inquiry is one 
kind of thinking process which requires evidence in the form of some information, 
prefeiably quantitative, which is known as data/statistical information. 

In a statistical inquiry, the first step is to procure or collect data. Every time the 
hvestigator may not start k r n  the very beginning. He must try to use what others 
have'already discovered, l'his will save us in cost, efforts and time. 

As discussed in Unit 1 (Section 1.2.1) data imply related quantitative information. 
They are collections of number of related observations with a predetermined 
goal. We can collect information on the number of T.V. sets sold by a particular 
salesman or a group of salesmen, on weekdays in d i f f m t  parts of Delhi to study 
the pattern of sales, lean days, effect of competitive products, income behaviour 
and other related matters. The information thus collected is called a data set and' 
a single observation a data point. 



All types of information collected without proper aim or objective is of no use. Data Collection Methods 

For example, John's height is 5'6" or monthly wage of Mr. X on 1st January 2004 
were Rs. 15000/- are not data. Not all quantitative information are statistical. 
Isolated measurements are not statistical data. Statistics (that is in singular sense) 
is concerned with collection of data relevant to the solution of a particular problem. 
According to Simpson and Kafka (Basic Statistics),"Data have no standing in 
themselves; they have n basis for existence only where there is a problem". 

2.2 PURPOSE OF DATA COLLECTION - 
By now you have known that data could be classified in the following three ways: 

a) Quantitative' and Qualitative Data. 

b) Sample and Census Data. 

c) Primary and Secondary data. 

(ij Quantitative and Qualitative data: Quantitative data are those set of 
information which are quantifiable and can be expressed in some standard units 
like rupees, kilograms, litres, etc. For example, pocket money of students of 
a class and income of their parents can be expressed in so many rupees; 
production or import of wheat can be expressed in so many kilograms or lakh 
quintals; consumption of petrol and diesel in India as so many lakh litres in 
one year and so on. 

Qualitative data, on the other hand, are not quantifiable, that is, cannot be 
expressed in standard units of measurement like rupees, kilograms, litres, etc. 
This is because they are 'features', 'qualities' or 'characteristics' like eye- 
colours, skin complexion, honesty, good or bad, etc. These are also referred 
to as attributes. In this case, however, it is possible to count the number of 
individuals (or items) possessing a particular attribute. 

b) Sample and Census Data: It was discussed in Section 1.2.3 of Unit 1 that 
data can be collected either by census method or sample method. hformation 
collected through sample inquiry is called sample data and the one collected 
through census inquiry is called census data. Population census data are 
collected every ten years in India. 

c) Primary and Secondary Data: As discussed very briefly in Section 1.2.2, 
primary data are collected by the investigator through field survey. Such data 
are in raw form and must be refined before use. On the other hand, secondary 
data are extracted fiom the existing published or unpublished sources, that 
i% fiom the data already collected by others. 

Collection of data is the first basic step towards the statistical analysis of any 
problem. The collected data are suitably transformed and analysed to draw 
conclusions about the population. These conclusions may be either or both 
of the following: 

i) To estimate one or more parameters of a population or the nature of the 
population itself. This forms the subject matter of the theory of estimation 
(discussed in Block 7). 

u To test a hypothesis. A hypothesis is a statement regarding the parameters 
or the nature of population (discussed in Block 7). 



2.3 COLLECTION OF DATA 

Collection of reliable and sacient  datalstatistical information is a pre-requisite of 
any statistical inquiry. This and the subsequent Sections of this Unit are devoted 
to data collection techniques. 

2.3.1 Statistical Inquiry - Planning'and Conduct 

Collection of reliable and sac ien t  data requires a carell planning and execution 
of a statistical survey. If this is not so then the result obtained may be misleading 
or incomplete and hence useless. They may even do more harm than good. In 
the following Section an attempt is made to explain planning aspect. 

Statistical data can be collected Gther by a survey or by performing an experiment. 
Surveys are more popular in social sciences like economics and business. In n a W  
physical sciences experimentation is more commonly used method of investigation. 

Data collected by observing various individuals or items, included in a survey, are 
afYected by a large number of uncontrollable factors. For example, wages in a 
country are affected by a lot of factors like skill, education and sex of worker; 
training and experience; and in some countries even on race to which a worker 
belongs. In India low caste and historically underprivileged people like sweepers 
iu-e the least paid workers for social reasons also. 

It is interesting to note that even the data obtained through experiments in physical 
sciences are affected by a large number of uncontrollable factors in spite of the 
fact that such experiments are conducted under controlled conditions. The 
uncontrollable factors, in this case, may arise due to the bias of the person(s) 
conducting the experiment, nature and accuracy of measuring instrument, etc. 

Any statistical survey consists of two stages: 

9 Planning Stage 

n Executing Stage 

2.3.2 Planning Stage - Requisites of a Statistical Inquiry 

Before collecting data through primary or secondary source, the investigator has 
to complete the following preliminaries. 

a) What is the objective / aim and scope of the inquiry? 

Unless the investigator answers this question most satisfactorily, (s)he cannot 
proceed in the right direction and can go astray. Both money and efforts will be 
lost if data, not relevant to inquiry, are collected. Not only this, one must also be 
clear about how much data are required and hence ensure that only the necessary 
data get collected. For example, if we want to collect data on pattern of wheat 
production in a particular state, we need to collect data on the type of land, 
agricultural inputs, educational levels of farmers involved, presence or absence of 
defects of land tenure system, availability and cost of agricultural finance, nature 
of marketing, etc. 

b)  What shall be the source of information? 

The investigator has to make a choice between primary source, where he himself 
collects the data, or secondary source, where he lays his hand on already collected 
data. 



ÿ hat is, the investigator has to make a choice between: Data Collection Methods 

1) Census or Sample inquiry. In census method (s)he examines each and every 
item 1 individual of the population whereas in sample method (s)he examines 
only the item 1 individual included in the sample. For example, in census method 
(s)he examines each and every persons in a village, but in sample method, 
(s)he examines only a limited number of persons. 

2) Direct or Indirect inquiry, In a direct inquiry the observations can be directly 
obtained in quantitative terms as for example, sales of T.V. sets and the 
advertisement cost in rupees. On the other hand, in an indirect inquiry, like 
intelligence of a group of students, marks secured by them are used to judge 
their intelligence. 

3 )  Original or Repetitive inquiry. An inquiry conducted for the first time is ori@ 
but if it is undertaken over and over again, it is repetitive. For example, 
population census in India is conducted every 10 years. All these inquiries must 
be related. 

4)  Open or Confidential inquiry. In open inquiry the results are made public, 
as for example, the population and national income data. On the other hand, 
the results of many government inquiries are kept confidential for reasons of 
national security, as for example, data on defence, atomic energy, space 
research and development, etc. 

d) What shall be the statistical units of investigation or counting? 

A statistical unit is an attribute or a set of attributes conventionally chosen so that 
individuals or objects possessing them may be counted or measured for the purpose 
of enquiry. Thus a statistical unit is a characteristic or a set of characteristics of 
an individual or item that are observed to collect information. For example, various 
characteristics of a person may be his height, weight, income, etc. The definition 
of a statistical unit means the specification of the characteristics of an individual 
or item on which data are to be collected. 

It must be pointed out that the result of observation of a statistical unit may be 
a number which is obtained-either by counting or by measurement. If the number 
is obtained by measurement, it is also necessary to specify the units of masumnent. 
The specification of statistical units and the units of mtxmrements is vesy necessary 
for the maintenance of uniformity in the collected data. 

e) What shall be the degree of accuracy? \ 

In various economic and business studies, absolute accuracy is neither necessary 
nor possible. In population data, accuracy till the last person is not required. For 
example, population of Xndia is 98,89,70,510 or 98,89,00,000 does not matter 
much. However, the degree of accuracy required will determine the choice between 
different methods of collecting data. Further, the degree of accuracy, once decided, 
must be maintained throughout the survey. 

. . 
2.3.3 Execution Stage 

This stage comes after the planning stage, where the plan is put in operation. 
It includes: 

1) Setting up the central administrative machinery which prepares a'format 
of questions relating to the inquiry, called a questionnqire or a question 
schedule. It decides the setting up of branch offices to cover large geographical 
m - ~ a -  A -anA:nn  ..rrnn +ha hma n n A  n ; w o  n C  ; n n v r ; - r  



Data and Its Presentation Selection and Training of field staff called interviewers or investigators or 
research staff or enumerators. They will approach the respondents in different 
ways as explained in Section 2.4. Investigators should be properly trained, 
should be honest and hard working. Any error at this stage will jeopardise 
the whole process of investigation giving misleading results. To obtain the best 
possible results h m  a survey, it is desirable to have the field staffwho is familiar 
with the language of the respondents and have patience and tact of dealing 
with them. 

3) Supervision of field staff is a must to ensure that information is actually obtained 
from the respondents rather than that the questionnaires are fictitiously filled 
up in hotel rooms. Further, there must be some experts to make clarification3 
on problems faced by the investigators in the field work. 

While conducting field surveys the problem of non--response is common. 
This includes: 

a) Non-availability of the listed respondent. Here in no case this're~~ondent 
be replaced by another because it may spoil the random character of 
sample and the results of investigation are likely to become biased. 

b) Due to non-response, a part or certain questions of the questionnaire may 
remain unanswered or partly answered. These should not be replaced or 
tempered with by the investigator. 

4) After the data have been arranged, the next job is to analyse the same. The 
methods of doing this are hlly described in later Blocks. Now-a-days 
computers are available to do this job. 

5) After analysis of data, now is the turn for writing a detailed report mentioning 
the main iindings of the surveylstatistical inquiry. The main conclusions drawn 
and policy recommendations are duly recorded at the end of this report. 

2.3.4 Primary and Secondary Data 

A pertinent question that arises now is how and from where to get data? Data 
are obtained through two types of investigations, namely, 

Direct Investigation which implies that the investigator collects information 
by observing the items of the problem under investigation. As explained above, 
it is the primary source of getting data or the source of getting primary data, 
and can be done through observation or throu& inquiry. In the former we . 
watch an event happening, as for example, number and type of vehicles passing 
through Vijay Chowk in New Delhi during different hours of the day and night. 
In the latter we ask questions from the respondents through questionnaire 
(personally or through mail). It is a costly method in terms of money, time 
and efforts. 

2)  Investigation through Secondaly Source which means obtaining data from 
the already collected data. Secondary data are the other people's statistics, 
where other people includes governments at all levels, international bodies or 
institutions like IMF, IBRD, etc., or other countries, private and government 
research organisations, Reserve Bank of India and other banks, research 
scholars of repute, etc. Broadly speaking we can divide the sources of 
secondary data into two categories: published sources and unpublished SOW. 

A) Published Sources 

1) Official publications of the government at all levels - Central, State, Union 
, T,.L+,,, ,,A P,..-,:l, 



2) Official publications of foreign countries. 

3) Official publications of international bodies like IMF, UNESCO, WHO, etc. 
I 

i 

I 4) Newspapers and Journals of repute, both local and international. 
r 
r 5) Official publications of RBI, and other Banks, LIC, Trade Unions, Stock 

i Exchange, Chambers of Commerce, etc. 

6) Reports submitted by reputed economists, research scholars, universities, 
commissions of inquiry, if made public. 

Some main sources of published data in India are: 

0 Central Statistical Organisation (C.S.O.): It publishes data on national 
income, savings, capital formation, etc. in a publication called National 
Accounts Statistics. 

n National Sample Suwey Organisation (N.S.S.O.): Under Ministry of 
Statistics and Programme Implementation, this organisation provides us data 
on all aspects of national economy, such as agriculture, industry, labour and 
consumption expenditure. 

i Reserve Bank of India Publications (R.B.L): It publishes financial statistics. 
Its publications are Report on Currency and Finance, Reserve Bank of India 
Bulletin, Statistical Tables Relating to Banks in India, etc. 

iv) Labour Bureau: Its publications are Indian Labour Statistics, Indian Labour 
Year Book, Indian Labour Journal, etc. 

v) Population Census: Undertaken by the office of the Registrar General India, 
Ministry of Home Affairs. It provides us different types of statistics about 
population. 

B) Un-published Sources 

1) Unpublished findings of certain inquiry committees. 

2) Research workers' findings. 

3) Unpublished material found with Trade Associations, Labour Organisations 
and Chambers of Commerce. 

~ h e 6 k  your Progress 1 

1) Explain the following terms : 

(Answers should not exceed three sentences each.) 

a) Questionnaire b) Non-response 

c) Hypothesis d) Statistical unit 

e) Statistical inquiry f )  Question Schedule 

Data Collection Methods 



Data and Its Presentation 2) Distinguish between the following terms : 
(Answers should not exceed four sentences each.) 

a) Data, Statistical Data and Statistics 

b) Data Set and Data Point 
c) Primary and Secondary Data 

d) Quantitative and Qualitative Data 

e) Sample and Census Data 

f )  Sample and Census Inquiry 

g) Planning and Execution of Statistical Inquiry 
h) Survey and Experiment 

0 Direct Investigation and Investigation through Secondary Source. 

3) What are different sources of information? 

2.4 COLLECTION OF PRIMARY DATA - 
SURVEY TECHNIOUES 

After the investigator is convinced that the gain fiom primary data outweighs the 
money cost, effort and time, shehe can go in for this. Shehe can use any of the 
following methods to collect primary data: 

a) Direct Personal Investigation 

b) Indirect Oral Investigation 

c) Use of Local Reports 

d) Questionnaire ~ e t h o d  

a) Direct Personal Investigation 

Here the investigator collects information personally fiom the respondents. She1 
he meets them personally to collect information. This method requires much h m  
the investigator such as: 

1) Shehe should be polite, unbiased and tactful. 

2) Shelhe shauld know the local conditions, customs and traditions so that she/ 



3) Shelhe should be intelligent possessing good observation power. 

4) Shehe should use simple, easy and meaninglid questions to extract information. 

This method is suitable only for intensive investigations. It is a costly method in 
terms of money, effort and time. Further, the personal bias of the investigator cannot 
be ruled out and it can do a lot of harm to the investigation. The method is a 
complete flop if the investigator does not possess the above mentioned qualities. 

b) Indirect Oral Investigation Method 

This method is generally used when the respondents are reluctant to part with the 
information due to various reasons. Here, the information is collected h m  a witness 
or from a third party who are directly or indirectly related to the problem and 
possess sufficient kndwledge. The person(s) who islare selected as informants must 
possess the following qualities: 

1) They should possess full knowledge about the issue. 

2) They must be willing to reveal it faithfdly and honestly. 

3) They should not be biased and prejudiced. 

4) They must be capable of expressing themselves to the true spirit of the inquiry. 

C) Use of Local Reports 

'This method involves the use of local newspaper, magazines and journals by the 
investigators. The information is collected by local press correspondents and not 
by the investigators. Needless to say, this method does not yield sufficient and 
reliable data. The method is less costly but should not be adopted where high degree 
of accuracy or precision is required. 

d) Questionnaire Method 

It is the most important and systematic method of collecting primary data, especially 
when the inquiry is quite extensive. It involves preparation of a list of questions 
relevant to the inquiry and presenting them in the form of a booklet, often called 
a questionnaire. The questionnaire is divided into two parts: 

1) General introductory part which contains questions'regarding the identity of 
the respondent and contains information such as name, address, telephone 
number, qualification, profession, etc. 

2) Main question part containing questions connected with the inquiry. These 
questions differ fiom inquiry to inquiry. 

Preparation of the questionnaire is a highly specialized job and is perfected with 
experience. Therefore, some experienced persons should be associated with it. 
The following few important points should be kept in mind while drafting a 
questionnaire: 

9 The task of soliciting information h m  people in desired form and with suBcient 
accuracy is the most difficult problem. By their nature people are not willing 
to reveal any information because of certain fears. Many a times they provide 
incomplete and faulty information. Therefore, it is necessary that the 
respondents be taken into confidence. They should be assured that their 
individual information will be kept coddentid and no part of it will be revealed 
to tax and other government investigative agencies. This is very essential 
indeed. 

Data Collection Methods 

n) Where providing information is not legally binding, the informant has to be 
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Data and Its Presentation and convinced that the results of the survey will help the authorities to fiame 
policies which will ultimately benefit them. It is obvious that some element of 
good salesmanship is also required in the investigation. 

m) Always avoid personal questions which may embarrass the respondents. For 
qxample, questions like 'Do you evade income tax?' or 'Are you engaged 
in smuggling or black marketing?' should not be asked. 

iv) Questions hurting the sentiments of respondent should not be asked. These 
ihclude questions on h s  gambling habits, sex habits, indebtedness, etc. 

v) Questions involving lengthy and complex calculations should be avoided 
Because they require tedious extra work in which the respondent may lack 
both interest as well as capabilities. In such cases it would be better to 

a) either get documents like balance sheet, profit and loss account and 
inventory record from the respondent from where we can get or 
calculate the required information himself, or 

b) ask indirect and simple questions which, with some calculation later 
on, can help us to acquire the required information. 

vii Ask questions which enable to cross check the correctness of the information 
supplied by the respondent. For example, questions on total wage bill of a 
factory can be cross checked if the other questions seek information on 
different types of workers working in administrative, production, store and 
marketing departments. Similarly information on saving of a household can be 
cross checked by getting information on different sources of income and its 
expenditure on different heads. 

viii As far as possible questions should be of Yes/No type. These are precise 
and simple to understand, and take very little time to answer. Later on they 
are easy to tabulate. For example, 

Are you married? Yes/No 

Tick ( 4 )  the right answer. 

vii) Questions should be short and clear. That is, they should not be ambiguous 
and confusing. As far as possible, attempt should be made to suggest the 
possible answers to a question and the respondent may be asked to simply 
tick the answer/s he/she th~nks is/are correct. 

Since the list of answers may not be exhaustive, therefore, a line of "others, 
if any" should also be inserted leaving sufficient blank space for the answer. 

Following is an example of a question: 

Why do people not exercise their right to vote? 

Tick ( J )  the right answer: 

a) They are illiterate and do not understand the value of the vote. 

b) They think, it does not matter if their one vote is not cast out of lakhs. 

c) The polling booths are far fiom their residence. 
\ 

d) They are afiaid of the local goons and violence. 

e) They are not happy with the government and do not vote out of protest. 

f )  They do not vote unless some money is offered to them. 

g) Any other reason, please state. 

This form of questions and answers also helps in arranging and tabulating the 
data. 



ix) A very large number of questions should be avoided because it leads to the Data Methods 

feeling of monotony. Many respondents will hesitate to answer a long list of 
questions, for want of time and interest. 

A sample questionnaire on family planning is reproduced below. 

Survey on Family Planning 

1. Name ................................................................................................ 
2. Father's / Husband's Name ............................................................... 
3. Residential address .............................................................................. 

................................................................................... 4. Place of Work 

................................ 5. Age ................................. 6. Male/Female 

............................. 7. Religion ........................... 8. Telephone No. 

9. Profession: 

........................... ........................... a) Self b) Spouse 

................................... 10. Annual Income of the family from all sources 

11. Educational Qualifications: (Tick (4)  the right answer) 

a) Illiterate b) Primary standard 

c) Middle standard d) Secondary 

e) Sr. Secondary f) Graduate ' . g) Post graduate 

12. Educational Qualifications of spouse: (Tick (4 )  the right answer) 

a) illiterate b) Primary standard 

c) Middle standard d) Secondary 

e) Sr. Secondary f) Graduate 

g) Post graduate 

13. Number of years of married life ........................................................ 
........................ 14. Number of children born: Girls ........................ Boys 

15. Number of surviving children: Girls ..................... Boys ..................... 
16. State the gap in years between the children 

a) Between mamage and first child : ........................................... 
b) Between first and second child : ........................................... 
c) Between second and third child : ........................................... 
d) Between third and fourth child : ........................................... 
e) Between fourth and fifth child : ........................................... 
fj Between fifth and sixth child ............................................ 

1 7. Do you favour family planning? (Yes/No) 

18. If no, what are the reasons? 

a) Children are natural gift: (YesMo) 

b) Family planning is against my religion: (YesMo) 

c) Family planning.means murdering an unborn child: (YesMo) 

d) Number of children is the part of my fate: . (Yes/No) 

.................................................... e) Any other reason, please state: 
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19. If you favour family planning, state the reasons 

a) Small family is a happy family: (Yes/No) 

b) Two children can be controlled easily: (YesMo) 

c) Two children can be properly educated and fed: (Yeno) 

d) There are fewer complications in life: (YeslslJb) 

e) The health of the mother is not adversely affected: (Yes/No) 
f) Any other reason, please state: ................................................... 

20. State Age, Educational Level and Health Condition of your children. 

S1.No Name Age Educational Level Health 
condition* 

(*State whether Poor, Below Normal or Excellent) 

How to approach the Respondent with a Questionnaire? 

There are three methods available to us: 

9 Send the questionnaires by post to the respondents with a fixwarding letter 
highlighting the importance of the survey to them as well as  to the community 
or nation, and requesting cooperation in filling it and then you can sit back 
and wait for the response. It is often seen that the response is generally poor. 

n Send the questionmk through investigatom, who will interview the mpondents 
and record the information personally. This method, though costly, is better. 
It helps the respondents to understand questions properly. The response is 
certainly better because the scope of laziness and irresponsibility is reduced. 
A clever and intelligent investigator with tact and initiative is able to get better 
response. 

iii) Send the questionnaire by post followed by the visit of the investigator. This 
in fact is the best method as it combines the benefits of both the methods. 
It, no doubt, is a costly method. It is very useful for extensive studies. Being 
expensive, it can and is normally used by Government who has financial 
resources at its command. 

2.5 COLLECTION OF SECONDARY DATA 

As pointed out in Section 2.3.4 that direct investigation, though desirable, is costly 
in terms of money, time and efforts. Alternatively, infomation can also be obtained 
through a secondary source. It means drawing or collecting data fiom the already 
collected data of some other agency, Technically, the data so collected are called 
secondary data. 

Limitations of Secondary Data 

Although the secondary source is cheap in term of money, time and effort, utmost 
care should be taken in their use. It is desirable that such data should be vast and 
wliahle- and the t m r  and definitinn~ mutt match t h ~  t m c  and definitinnc nf the 



current inquiry. The suitability of the data may be judged by comparing the nature 
and scope of the present inquiry with that of original inquiry. Secondary data will 
be reliable if these were collected by unbiased, intelligent and trained investigators. 
The time period to which these data belong, should also be properly scrutinized. 
Comer has rightly remarked, "Statistics, especially other people b statistics are 
full ofpitfalls for the user". Needless to say, before using secondary data, the 
investigator must weigh the advantage in terms of saving of money, time and effort 
with the disadvantage of reaching misleading conclusions. Whether secondary data 
are safe or not should be judged from its adequacy, suitability and reliability. 

Thus, before the use of secondary data, i.e., otherpersons' data, we must properly 
scrutinize and edit them to find whether these data are: 

1) Reliable, 

2) Suitable, and 

3) Adequate. 

Reliability of data has to be the obvious requirement of any data, and more so 
of secondary data. The user must make hirnseWherself sure about it. For this @)he 
must check whether data were collected by reliable, trained and unbiased 
investigators h m  dependable sources or not. Second, we should see whether data 
belong to almost the same type of class of pedple or not. Third, he should make 
sure that due to the lapse of time, the conditions prevailing then are not much 
different from the conditions of today in respect of habits, customs, fashion, etc. 
Of course we cannot hope to get exactly the same conditions. 

Suitability of data is another requirement. The research worker must ensure that 
the secondary data he plans to use suits his inquiry. He must match class of people, 
geographical area, definitions of concepts, unit of measurement, time and other such 
parameters of the source he wants to use with those of his inquiry. Not only this, 
the aim and objectives should also be matched for suitability. 

Secondary data should not only be reliable and suitable, but also adequate for 
the present inquiry. It is always desirable that the available data be much more 
than required by the inquiry. For example, data on, say, consumption pattern of 
a state cannot be dedived from the data on its major cities and towns. 

Check Your Progli~ss 2 

1) State, with reasons, whether the following statements are correct or 
incorrect? 

a) Secondary Data are better than Primary Data. 

b) Data obtained from population census of India 2001 are primary 
source of data. 

c) Secondary data should not be accepted without scrutiny. 

d) A questionnaire with a very long list of questions is justified. 

e) Of all the survey techniques, the questionnaire method is the best. 
...................................... .....................*.*.......a$*.....................-e...................... 

.................................................................................... ................................ 

................................................................................................................... 

Data Collection Metbods 
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2) State two most impoltant characteristics of an investigator when direct personal 
investigation method is being used for collection of primary data. 

3) State and explain various survey techniques. 
................................................................................................................... 
................................................................................................................... 
................................................................................................................... 
................................................................................................................... 

4) Comment on the statement: "We should always use secondary data." 

... ................................................................................................................ 
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2.6 LET US SUM UP Data Collection Methods 

Data / Statistics are quantitative information and can be distinguished as sample 
or census data; primary or secondary data. 

For conducting an inquiry, we need data which can be collected afiesh or fiom 
a secondary source. Both require statistical survey which has a planning stage and 
an executing stage. In the planning stage, the investigator should decide whether 
to use primary or secondary source, census or sample inquiry, nature of the 
stitistical units and the units of measurement, degree of accuracy desired and so 
on. 

In the execution stage, the chief investigator has to set up administration, select 
and train field staff and supervise the entire process of data collection. 

Care has to be taken in using the secondary data, derived fiom published or 
unpublished source, as they contain various pitfalls. 

Of all the survey techniques, the questionnaire method is very important. A 
questionnaire contains a set of relevant questions which should be simple, 
unambiguous, YedNo type with suggestive answers. Their list should not be very 
long. Personal and embarrassing questions should be avoided. 

2.7 KEY WORDS 

Data Point: It is an observation fiom an individual or item. 

Data Set: It is the collection of a11 data points. 

Census Data: The data obtained by observing all the items of population. 

Sample Data: The data obtained by observing only those items which are included 
in the sample. 

Primary Data: Data obtained by observing the items or individuals under the ambit 
of a problem under consideration. 

Secondary Data: Data obtained fiom the already collected data of some agency. 

Questionnaire or Schedule: It is a list of questions that are relevant to the inquiry 
at hand. 

Statistical Inquiry: An inquiry that requires information in the form of figures for 
its investigation. 

Statistical Suwey: It is a method for the collection of data by observing all or 
a sample of items under the ambit of a given problem. 

Statistical Unit: It is a characteristic or a set of characteristics of an item that 
are observed to collect data. 

Respondent: The person who supplies the information. 

Investigator: The person responsible for the collection of information fiom 
respondents. 

Hypothesis: It is an assertion or statement about a population. 

Test of Hypothesis: Testing the validity of a hypothesis on the basis of collected 
rlntn 
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2.9 ANSWERS OR HINTS TO CHECK YOUR 
PROGRESS EXERCISES 

Check Your Progress 1 

1) a), b), f) see Sub-section 2.3.3 

c) see Section 2.2 

d) see Sub-section 2.3.2 

e) see Sub-section 2.3.1 

2) a) see Section 2.1 

b) see Section 2.2 

c), d), e), h) see Section 2.2 

f) see Sub-section 2.3.2 

g), (i) see Sub-section 2.3.1 

j) see Sub-section 2.3.4 

3) See Sub-section 2.3.4 

Check Your Progress 2 

1) a), b), d) incorrect 

c), e) correct 

2) See Section 2.4 

3) See Sub-section 2.4 

4) See Sub-section 2.5.1 



REPRESENTATION OF DATA 

Structure 

Objectives 

Introduction 

Stages of Statistical Inquiry 

Arrangement of Data 
3.3.1 Simple Array 

3.3.2 Frequency Array or Discrete Frequency Distribution 

3.3.3 Continuous or Grouped Frequency Distribution 

3.3.4 Various forms of Frequency Distributions 

Tabulation of Data 
3.4.1 Meaning and Types of Tables 

3.4.2  Parts of a Table 

3.4.3 Importance of Tables 

Graphical Presentation of Data 

3.5.1 Line Graphs 

3.5.2 Histogram, Frequency Polygon and Frequency Curves 

3.5.3 Cumulative Frequency Curves - Ogives 

Diagrammatic Presentation of Data 
3.6.1 One Dimensional Diagrams 

3.6.2 Two Dimensional Diagrams or Area Diagrams 

3.6.3 Pie Diagram or Pie Chart 

3.6.4 Three Dimensional Diagrams 

3.6.5 Pictograms and Statistical Maps 

Let Us Sum Up 

Key Words 

Some Useful Books 

Answers or Hints to Check Your Progress Exercises 

3.0 OBJECTIVES 

On going through this Unit, you will be able to explain: 

stages of statistical inquiry after data have been collected; 

methods of organizing (classification and arrangement) and condensing 
statistical data; 

concepts of frequency distribution and its various types; and 

different methods of presentation of statistical data such as tables, graphs, 
diagrams, pictograms, etc. 



Data and Its Presentation 3.1 INTRODUCTION 

In the preceding Unit, we discussed the methods of collection of data either by ' 

a statistical survey (or inquiry) or from some secondary source. Data collected 
either fiom census or sample inquiry, that is fiom primary source, are always 
hotchpotch and in rudimentary form. To start with, they are contained in hundreds 
and thousands of questionnaires. To make a head and tail out of them, they must 
be organised, (i.e., classified and arranged) and condensed or surnmarised. For 
this purpose we can use various methods like preparing master sheets in which 
various information are recorded directly h m  the questionnaires. From these sheets 
small summary tables can be prepared manually. Now-a-days computers can be 
used for organisation and condensation of data more swiftly, efficiently and in much 
less time. Some computer softwares are available which help us to construct various 
types of graphs and diagrams. 

Data can be summarized numerically also. Here we use summary measures like 
measures of central tendency (such as Arithmetic, Geometric and Harmonic Means, 
Mode and Median); measures of dispersion (such as Range, Quartile Deviation, 
Mean Deviation, and Standard Deviation); measures of association in bivariate 
analysis (such as Correlation and Regression), Index Numbers, etc. In this Unit 
we plan to discuss how data can be summarized using tables and graphs. Numerical 
summarization will be discussed in subsequent Blocks (2,3 and 4). It must be 
kept in mind that a good summarization and presentation of data is not undertaken 
for its own sake. It is not an end in itself In fact it sets the stage for usehl analysis 
and interpretation of data. Again, a good presentation helps us to highlight significant 
facts and their comparisons. Figures can be made to speak out thereby making 
possible their intelligent use. 

3.2 STAGES OF STATISTICAL INQUIRY 

As studied in Section 2.3 of Unit 2, a statistical survey or inquiry is undertaken 
in two stages, namely, the planning stage and the executing stage. In th~s Unit we 
plan to concentrate on some aspects of the executing stage. This involves organising 
and condensing data in the form of simple array (ascending and descendmg order), 
fieqbency array and continuous frequency distributions, etc.; and presentation of 
statistical data in the form of tables and graphs. 

3.3 ARRANGEMENT OF DATA 

The mass of collected data is o h  voluminous, unintelligible and boring. It seems 
totally uninteresting and is not easily inteqmtable. For example, if you are provided 
with monthly income figures of 1000 families in a village it is difficult for you to 
infer anything. But if you are told that the average monthly income of the village 
is Rs. 2540, it is quite interesting and you are in a position to compare it with 
other figures. 

The first step in the analysis and interpretation of data is its classification and 
tabulation. The process of arranging data into groups according to their common 
characteristics is known as its classification. On the other hand tabulation implies 
s systematic presentation of data in raws and columns zccording to same salient 



In Unit 2, a q~estionnaire was prepared on Family Planning. Suppose this 

I 
questionnaire was used to collect information from 50 families of C-III Block 
of XYZ Colony, New Delhi. Let us assume that it producedthat following types 

i of information as given in Tables 3.1 and 3.2. Can we make any head or tail 

i out of it? 

Table 3.1 
Number of Children per family in C-111 block, XYZ Colony, New Delhi 

Table 3.2 
Monthly Income of 50 families of C-111 block, XYZ Colony, New Delhi 

547 622 691 684 567 586 680 578 583 578 

As pointed out earlier, to make any head or tail out of the mass of raw data, such 
as presented above, we have to classi@ and arrange it. This can'be done either 
by forming a simple array or a frequency array (discrete frequency &stribution) 
or a continuous frequency distribution Sub-sections 3.3.1,3.3.2 and 3.3.3 attempt 
to explain this aspect. 

3.3.1 Simple Array 

It is an arrangement of given raw data in ascending or descending order. In 
the ascending order, the observations are arranged in increasing order of 
magmtude. For example, numbers 3,5,7,8,9,10 are arranged in ascenlng order. 
In descending order, it is the reverse. For example, the numbers 10,9,8,7,6,5,3 
are in descending order. 

We can prepare both types of simple arrays fiom Table 3.1. In the following table, 
the figures have been arranged in ascending order. From the arrangement, it is 
clear that the lowest value is 0 and the highest one is 5. 

Table 3.3 
Number of Children per Family in c-111 Block of XYZ Colony, New Delhi 

Simple Array - Ascending Order 

Tabulation end Graphical 
Representation of Data 



D a t a  and I ~ S  Presentation After the arrangement of data in ascending order as in Table 3.3 the raw data 
make some sense. 

The possible conclusions that can be drawn from this arrangement of data (see 
Table 3.3) are that five families are issueless, twelve fm'lies have one child each, 
fourteen have two children each, ten families posses three children each, six families 
have four children each and three families have five children each. 

3.3.2 Frequency Array or Discrete Frequency Distribution 

Here different observations are not repeatedly written as in simple array like 0, 
0,0,0,0,  1, 1, 1, 1, 1, 1, 1, etc. We count the number of times (i.e., frequency) 
an observation repeats itself. For example, in Table 3.3 the observation 4 is 
repeated 6 times. Thus the frequency of 4 above is 6. The frequency array, for 
the simple array given in Table 3.3, will look like as given below in Table 3.3. 

A frequency array is a statistical table in which various observations are arranged 
in order of their magnitude along with their respective frequencies. 

Table 3.4 

Number of Children : 0 1 2 3 4 5 Total 

Number of Families : 5 12 14 10 6 3 X) 
L 

When the number of observations is large enough, the counting process is often 
undertaken by the use of tally bars. In this method, all possible values of the 
variable are written in a column. For every observation, a tally bar denoted by 
( ( ) is noted against its corresponding values. Every fifth repetition is marked by 
crossing the previous four bars as ( m ) .  In this way, we get blocks of five which 
simpli& counting at the end. Thus a nurnber or an observation repeated fourteen 
times will be marked as (M m I I I I). Note that after representing each observation 
by a bar on the tally sheet, the same will be ticked (3) or crossed (5) so that 
it is not duplicated. 

The data of Table 3.1 is rewritten in the form of frequency distribution as shown 
in Table 3.5 below: 

Table 3.5 
Frequency Distribution of Number of Children per Family 

No. of Children Tally Sheet Frequency 



3.3.3 Continuous or Grouped Frequency Distribution 

Numbers like 1, 2, 3,4, 5,20,40, etc. are discrete numbers and are used where 
no value between the two consecutive numbers is possible. As in the case of the 
number of children, it will be impossible as well as h y  to say that a particular 
family has 2.083 or 2.1 or 2.75 number of children. The family can have either 
2 or 3 children and not a fraction in between. Out of the two examples of raw 
data mentioned in Section 3.3, the number of children (Table 3.1) is an example 
of discrete data while monthly income (Table 3.2) is an example of continuous 
variable giving continuous data. 

- 
In this Sub-section we propose to illustrate the construction of continuous or 
grouped fi-equency distribution fiom the raw data of Table 3.2 on monthly income 
of the 50 families. 

To construct a grouped frequency distribution, the range of the given.data, i.e., 
the difference of the highest and the lowest observations, is divided into various 
mutually exclusive and exhaustive sub-intervals, also hown as class-intervals. The 
frequency of each class interval is then counted and written against it. 

Table 3.6 
Frequency Distribution of Monthly Income of Families 

Monthly Income Tally Sheet No. of Families 
(Rs.1 (Frequency) 

500 - 550 'THL 5 

550 - 600 ?t+lI 6 

600 - 650 7HITHI 10 

650 - 700 7HI?t+lII 12 

700 - 750 'THLIIII 9 

750 - 800 'THL 5 

800 - 850 I l l  3 

Total 50 

In Table 3.6 we have completed an exercise where the variable "income of the 
family" has been grouped in order to reduce it to a manageable form called grouped 
data or Continuous Frequency Distribution. However, prior to the construction 
of any grouped fi-equency distribution, it is very important to find answers to the 
following questions: 

1) What should be the number of class intervals? 

2) What should be the width s f  each class interval? 

3) How will the class limits be designated? 

1) What should be the number of class intervals? 

Though there is no hard and fast rule regarding the number of classes to be formed, 
yet their number should be neither too small nor too large. If the number of classes 
is too small, i.e., width of each class is large, there is likelihood of greater loss 
of information due to grouping. On the other hand, if the number classes is very 
large, the distribution may appear to be too fiagrnented and may not reveal any 
pattern of behaviour of the variable. Based on experience, it has been observed 

Tnbulatlon and Graphical 
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Data and Its Presentation that the minimum number of classes should not be less than 5 or 6 and in any 
case, there should not be more than 20 classes. 

Usually the formula to determine the number of classes is given by 
Number of classes = 1 + 3322 x log,, N , 
where N is the total number of observations. 

In our example of raw data on incomes of 50 families, the number of classes can 
be calculated as under: 

Number of classes = 1 + 3322 x log,, 50 = 1 + 3.322 x 1.6990 
= 1 + 5.644 = 6.644 = 7. 

2) What should be the width of each class interval? 
1 

As far as possible, all the class intervals should be of equal width. However, when 
a frequency distribution, based on equal class intervals, does not reveal a regular 
pattern of behaviour of observations, it might become necessary to re-grobp the I 

observations into class intervals of unequal width. By a regular pattern of behaviour 
we mean that there are no classes, with possible exclusion of extreme classes, where 
there are nil or very few observations while there is concentration of observations 
in their adjoining classes. 

The approximate width of a class can be determined by the following formula: 

Largest Observation - Smallest Observation 
Width of a Class = 

Number of Class Intervals 

However, the final decision, regarding width of class intervals, should also take 
into account the following points. 

0 As far as possible, the width should be a multiple of 5, because it is easy to 
grasp numbers like 5, 10, 15, ..... etc. 

ii) It should be convenient to find the mid-value of a class. 

iii) The observations in a class should be uniformly distributed. 

3) How will the class limits be designated? 

The srpallest and the largest observations of a class interval are known as class 
limits. Thlsebre also termed as the lower and upper limits of a class, respectively. 
Since the mid-value of a class, which is used to compute mean, standard deviation, 
etc., is obtained fiom the class limits, it is necessary to define these limits in an 
unambiguous manner. The following points should be kept in mind while defining 
class limits: 

a) It is not necessary that the lower limit of the first class be exactly equal to 
the smallest observation of the data. In fact it can be less than or equal to 
the smallest observation. Similarly, the upper limit of the last class. may be 
geater than or equal to the largest observation of the data. 

b) It is convenient to have the lower limit of a class either equal to zero or some 
multiple of 5 or 10. 

c) The chosen class limits should be such that the observations in a class are 
uniformly distributed. 



The class limits can be defined in either of the following methods: 

i) Exclusive Method, and ii) Inclusive Method. 

i) Exclusive Method : In this method, the upper limit of a class is taken to be 
equal to the lower limit of the following class. In order to keep various class intervals 
as mutually exclusive, it is decided that the observations with magnitude greater 
than or equal to lower limit but less than the upper limit of a class are included 
in it. For example, the class 500 - 550 shall include all observations with magnitude 
greater than or equal to 500 but less than 550. An observation with magnitude 
equal to 550 will be included in the next class, i.e., the class 550 - 600. 

The major benefit of exclusive class intervals is that it ensures continuity of data 
because the upper limit of one class is the lower limit of the next class. In our 
example on monthly income (Table 3.6), there are 5 families whose income lies 
between Rs. 500 to Rs. 550, i.e., Rs. 500 to 549 and 6 families whose income 
lies between Rs. 550 to Rs. 600, i.e., Rs. 550 to 599, and so on. Based on this 
presumption we can rewrite this fi-equency distribution in the form of Table 3.7 
also. 

Table 3.7 
Exclusive Class Intervals 

1 Monthly Income (Rs.) Number of Families 1 
I (Frequency) 1 

500 but less than 550 
550 but less than 600 
600 but less than 650 10 
650 but less than 700 12 
700 but less than 750 9 

I 750 but less than 800 5 I 
I 800 but less than 850 3 I 
I Total 50 

ii) Inclusive Method : In this method, all the observations with magnitude greater 
than or equal to the lower limit but less than or equal to the upper limit of a class 
is included in it. Now observe Table 3.8. Income of Rs. 549 is included in the 
class 500 to 549 so that an income of Rs. 550 automatically goes to the next class 
of 550 to 599. Since the upper limit of one class is not equal to the lower limit 
of the following class, this saves us fiom the conhsion whether Rs. 550 goes to 
(500 to 549) or (550 to 599) class. 

Table 3.8 
Inclusive Class Intervals 

, 
Monthly Income (Rs.) Number of Families 

(Frequency) 

500 - 549 5 

Tabulation and Graphical 
Representation of Data 



Data and Its Presentation 

a n  

I he cmolce between excZusive and incluszve rriclhads depends upon whether 
we are dealing with continuous variable like income, heights, weights, etc. or a 
discrete variable like number of children in a family. For a continuous variable it 
is desirable to construct fiequency distribution by the exclusive method because, 
as we have seen earlier, it ensures continuity. For a discrete variable like number 
of children in a family or number of students getting h t  division, the frequency 
distributions should be constructed by using inclusive type of class intervals. 

Table 3.9 
Class Boundaries of Inclusive Class Intervals 

Monthly Income (Rs.) Number of Families 
(Frequency) 

499.5 - 549.5 5 

549.5 - 599.5 6 

599.5 - 6493 10 

649.5 - 699.5 12 

699.5 - 749.5 9 

749.5 - 799.5 5 

799.5 - 849.5 3 

Total 50 

Mid-Value of a Class 

In exclusive type of class intervals, the mid-value or class mark of a class is defined 
as the arithmetic mean of its lower and upper limits. However, in case of inclusive 
class intervals, there is a gap between the upper limit of a class and the lower 
limit of the following class. This gap is eliminated by adding half of the gap to the 
upper limit and subtracting halfofthe gap from the lower limit. The new class limits, 
thus obtained, are known as class boundaries. The class boundaries of the inclusive 
class intervals in Table 3.8 are given in Table 3.9. 

3.3.4 Various Forms of Frequency Distributions 

Here we propose to intraduce the meaning of the following iiquency distributions: 

a) Open End Frequency Distribution 

b) Frequency Distribution with Unequal Class Width 

c) Cumulative Frequency Distribution 

d) Relative Frequency Distriiution 

a) Open End Frequency Distribution 

Open-en4 fiequency distribution is one which has at least one of its ends open. 
Either the lower limit of the first class or upper limit of the last class or both are 
not specified. The words "below" or "less than" and "above7' or "more than" are 
used. In the former the value extends to - m and in the latter to + m. Example 
of such a fiequency distribution is given in Table 3.10. 



Table 3.10 
Open-end Class Frequency 

Class Frequency 

Below 25 1 

25 - 30 3 

30 - 40 5 

40 - 50 2 

50 and above 1 

1 Total 12 I 

_ Table3.11 
u;equal Class Frequency 

Class Frequency 

20 - 25 1 

25 - 30 3 

. 30-40 5 

40 - 55 h 
2 -  

55 - 60 1 

Total 12 

b) A Frequency Distribution with Unequal Class Width 

The classes of a fiequency distribution may or may not be of equal width. A 
fiequency distribution with unequal class width is reproduced in Table 3.1 1. Here, 
the width of lst, 2nd and 5th classes is 5, while that of 3rd is 10 and that of 4th 
is 15. As we will see in Unit 4, mode is not a representative value in such types 
of series and hence not defined. 

c) Cumulative Frequency Distribution 

Suppose that, with reference to data given in Table 3.6, we ask the following 
questions: 

3 How many families have their monthly income less than or equal to Rs. 700? 

n) How many families have their monthly income greater than or equal to 
Rs. 600? 

The answers to the above questions can be ehsily obtained by forming an 
appropriate cumulative kquency distribution. To answer tkht question, we need 
to form a "less than type" cumulative fkquency distribution while a "great& than 
type" cumulative frequency distribution is required for answering the second 
question. These distributions are given in Tables 3.12 and 3.13 respectively. 

Table 3.12 
"Less-than type" Cumulative Frequency Distribution 

Monthly Income (Rs.) Frequencies 
Simple Cumulative 

Less than 550 5 5 

Less than 600 6 5+6 11 

Less than 650 10 5 4 1 0  21 

Less than 700 12 5+6+10+12 I 33 

Less than 750 9 5+6+10+12i9 42 

Less than 800 . 5  5+6+10+12+!%5 47 

Less than 850 3 5+6+10+12+9+5+3 50 

Tabulation and Graphical 
Representation of Data 



Data and Its Presentation Table 3.13 
"More-than type" Cumulative Frequency Distribution 

Monthly Income (Rs.) Frequencies 
Slmple Cumulative 

More than 500 5 

More than 550 6 

More than 600 10 

More than 650 12 

More than 700 9 

More than 750 5 

1 More than 800 3 3 1 

d) Relative Frequency Distribution 

So far we have expressed the fiequency of a value or that of a class as the number 
of! times an observation is repeated. We can also express these frequencies as a 
fraction or apercentage of the total number of observations. Such frequencies 
are known as the relative frequencies. Table 3.14 demonstrates the construction 
of relative fiequency distribution. 

Table 3.14 
Relative Frequency Distribution of Monthly Income of 50 Families 

Class Frequency Relative Frequency 
As a fiaction As a percentage 

500 - 549 5 5 t 50 = 0.10 0.10 + 100 = 10 

550 - 599 6 6 + 50 = 0.12 0.12 + 100 = 12 

600 - 649 10 10 + 50 = 0.20 0.20 + 100 = 20 

650 - 699 12 12 + 50 = 0.24 0.24 + 100 = 24 

700 - 749 9 9 + 50-0.18 0.18 + loo= 18 

750 - 799 5 5 + 50 = 0.10 0.10 + 100 = 10 

800 - 849 3 3 + 50 = 0.06 0.06 + 100 = 6 

Total 50 1 100 

firom the above table it is clear that sum of the relative ikquencies should be either 
1 (in case of fraction) or 100 (in case of percentage). 

Check Your Progress 1 

1) Distifiguish between the following, giving at least two points of distinction. 

a) Discrete and continuous frequency distributions 

b) Simple and cumulative kequency distributions 

c) Exclusive and inclusive class intervals 

d) Simple a d  frequency array 



Tabulation and Graphical ............................................................................................................. 
Representation of Data 

............................................................................................................. 
2) Explain the following terms giving examples: 

a) Ungrouped data 

b) Class mark 

c) Open end classes 

d) Class limits 

e) Class boundaries 

f) Class fiequencies 

g) Tally bar 

h) Relative fiequencies 

............................................................................................................. 
3) Build a hypothetical fkequency distribution on monthly pocket money of 20 

students belonging to the lower middle class of a college. Prepare a relative 
frequency distribution fi-om it. 



Data and Its Presentation 4) What points are to be kept in mind while taking decisions for preparing a 
frequency distribution in respect of : 

a) The number of classes, and 

b) Width of the class interval? 

................................................................................................................... 
5) Construct less than and more than type cumulative frequency distributions 

from the following data: 

Class: 10 - 20 20 - 30 30 - 40 40 - 50 50 - 60 60 - 70 

Frequency: 5 8 10 12 8 7 

................................................................................................................... 
6) Construct a relative frequency distribution for the data given in question 5. 

3.4 TABULATION OF DATA 

Good presentation of data is as important as their satisfactory collection and 
arrangement. In fact, satisfactory collection and arrangement of data must be 
followed by good presentation. However, good presentation is not an end in itself. 
It may be necessary for satisfactory analysis and interpretation. A satisfactory 
presentation helps us in more than one ways First& it helps to highhght significant 
f w t ~  rnntaind in t h ~  data .CPrnndh, it farilitatec the cnmnnrisnn nf data Finalhr. 



We will discuss presentation of statistical data under three heads. 

1") Formal tables 

ii) Graphic methods which will include line graphs, histograms, fiequency polygon 
and curves, and cumulative fiequency curves. 

iiii Geometric forms, pictures and statistical maps, which will include pie diagrams, 
bar diagrams, area and volume diagrams, etc. 

In thls Section we concentrate on tabular forms of presentation. 

3.4.1 Meaning and Types of Tables 

A table or a statistical table is a systematic arrangement of related statistical data 
in columns and rows, with a given predetermined and a well decided objective. ' 
A row of a table represents a horizontal while a column represents a vertical 
arrangement of data. To explain the natwe of information given in a table, its rows 
and columns are designated by appropriate stubs and captions (or headings or 
sub-headings) respectively. Presentation of data in a tabular form should be simple, 
planned, unambiguous and logical. 

Table 3.15 is based on hypothetical figures of exports and imports of country X 
with country B' for three years 1995, 1996 and 1997. 

Table 3.15 
Imports and Exports o f i  with Country B during 1995 - 1997 

(In Crore of Rupees) 

Country 1995 1996 1997@ 
I Imports Exports Imports Exports Imports Exports I 

Total 195 202 225 235 240 230 

Note : @ Figures are quick estimates. 
Source : Trade Bulletin, 1998, Ministry of Foreign Trade of X. 

In this table it is clear that the purpose is to show the imports and exports of country 
X vis-a-vis the rest of the world. Note that a particular entry of the table refers 
t o ~ o l u m n  and a row. For example, an entry at the intersection of second row 
and fourth column indicates that in 1996 country X imported goods and services 
worth Rs. 60 crore b m  country B. This figure then can be compared with other 
import and export figures to seek important interpretations. 

Types of Tables 

Basically, we have two types of tables: 

1) Reference tables or general purpose tables 

2) Text tables or special purpose tables. 

1) Reference tables are a general purpose tables and are a store of information 
with the aim of presenting detailed statistical information. From these tables, 
we can derive our information (i.e., secondary source). Tables presented by 
different government departments, ministries, Reserve Bank of India, Economic 
Surveys, etc. are reference tables and are a routine work of these departments. 

Tabulation and Graphical 
Representation of  Data 



Data and I ~ S  Presentation Another important example is the Population Census tables prepared by the 
Registrar General of India giving detailed information on the dernographik 
features of India. Students are advised to consult the latest issue of "Economic 
Survey" which is issued every year along with the union budget of India. 
Prepare fiom it a table on exports and imports of India to USA, UK, Russia, 
Canada and Germany for three or four years. 

2) Text tables are the special type of tables. They are smaller in size and are 
prepared fiom the reference tables. Their aim is to analyse only a particular 
aspect to bring out a specific point or to answer a particular question. For 
example fiom the Population Census tables we may pick out information on 
the number of people in Bombay and Delhi who speak different languages 
(mother tongue), profess different religions and come fiom different states of 
India. Similarly fiom various publications of Reserve Bank of India, we may 
be able to extract dormation, in tabular form, on money supply, rate of interest 
and bank rate for the last ten years or so. 

Tables can be simple and one way, like the tables'given in Section 3.3, where 
we deal with only one variable, say, income. Alternatively, it is called a 
univariate frequency distribution. In addition to this, we can have two-way 
or multi-way tables where we deal with two or more related characteristics 
(for example, Table 3.15). 

3.4.2 Parts of a Table 

Parts ar elements of a table vary fi-om table to table depending upon the nature 
of data and purpose of tabulation. Yet some points are common. These are: 

1) Table number is required for the identification of a table particularly when 
there are more than one tables in a particular analysis. Table number is always 
mentioned in the centre at the top. 

2) Title of the table gives the indication of the type of information contained 
in the body of the table. It is said that the title is to the table what heading 
is to an essay. Next to the table number, we mention the title of the table. 
Its purpose is to answer the questions like: 

a) What is in the table? 

b) Where is it in the table? 

c) m e n  did a particular information occur? 

d) How has a particular information been arranged? 

In respect of a sample of a table on exports and imports, (Table 3.15), these 
qyestiqns will be answered as below: 

11 i 
a) The table contains values of exports and imports of country X. 

b) Mormation contained in the body of the table shows exports (sales to) and 
imports (purchases fi-om) four countries A, B, C and D. 

c) These exports and imports occurred in 1995,1996 and 1997. 

d) Idormation on exports and imports has been arranged according to year and 
countries. 

Dos and Don'ts of the Title 

Don't opt for long sentences. Title should be brief and to the point. Present the 
title in bold letters and/or in capital letters. Expressions used should not convey 
more &an one meaning. Avoid the expressions like 'Table Presents ....... ...' or 'A 



Detailed Comparison of Data Relating to .. . . . . . . . ', etc. It should be like a telegraphic Tabulation and Graphical 
Representation of Data 

message. 

3) Head note, also called prefactory note, is written just below the title. It shows 
conients and unit of measurement like (rupees crore) or (lakh tomes) or 
(thousand bales). It should be written in brackets and should appear on right 
side top just below the title. However, every table does not need a head note, 
like number of students in each class. 

4) Stubs are used to designate rows. They appear on the left hand column of 
the table. Stubs consist of two parts: 

a) Stub head describes the nature of stub entry. 

b) Stub entry is the description of row entries. 

5) Captions, also called box heads, designate the data presented in the columns 
of the table. It may contain more than one column heads, and each column 
head may be sub-divided in more than one sub-head. For example, we can 
divide the students of a college into hostelers and non-hostlers and then again 
into males and females. This will help us to know the number of male hostelers 
in, say, first year, second year and third year. 

6) Main body of the table, also calledjeld of the table, is its most important 
and bulky part. It contains the relevant numerical information about which a 
hint is already contained in the title of the table. In our example of Table 3.15 
the title amply suggests that the body of the table contains numerical information 
on exports and imports of co.untry X for a period of three years. 

7) Foot Note, is a qualifying statement put just below the table (at the bottom). 
Its purpose is to caution about the limitations of the data or certain omissions~' 
For example, in Table 3.15, the foot note reads that "@ figures are quick . 
estimates". This implies that the figures for the year 1997 where a superscript 
'@' is given are not final. 

8) Source of data may be the last part of a table, yet it is important. It speaks 
about the authenticity of the data quoted. It also offers opportunity to the 
reader to check the data if (s)he so desires and get more of it. 

Taking all these points into consideration, the format of a hypothetical table is 
presented below: 

Table 3.16 

( TITLE 1 
(In Crore of Rupees) 

Footnote(s) : 
Source : 

Stub Head Caption 

Column Head I Column Head I1 - 
Sub-head Sub-head Sub-head 

Stub Entnes MAIN BODY OF T I E  

Total 

Sub-head 

TABLE 



Data and Its Presentation 3.4.3 Importance of Tables 

Numerical information arranged in tabular form has distinct advantage over other 
forms of presentation. First, tabulated data are easy to understand and interpret. 
Secondly, one can make quick comparison between different characteristics, for 
example, 'Are imports greater than exports over all the three years?' or 'Are 
exports increasing?' Thirdly, it opens doors for further investigations. Fourthly, 
they have a more lasting impression on human mind than the textual statements. 
Needless to say, that the statistical tables are used extensively in almost all fields 
of human inquiry. 

Check Your Progress 2 

1) Distinguish between 

a) Caption, stub-head and stub-entries 

b) One-way and two-way tables 

c) Reference tables and text tables 

d) Column entry and row entry 

e) Head note and foot note 

................................................................................................................... 
2) Comment on the statement: "Title is to the table what heading is to an essay". 

................................................................................................................... 
3) Enumerate the various parts of a Statistical table. -. 

................................................................................................................... 
4) Make a sketch of a two-way table to show the following information: 

For a college divide the students according to 

a) 1st Year, 2nd Year and 3rd Year students 

b) Hosteler and non-hostelers 

c) Male and female students 



Take hkothetical data. Tabulation and Graphical 
Representation of Data 

................................................................................................................... 
f 
L 
I 3.5 GRAPHICAL PRESENTATION OF DATA 
i 
I Besides formal tables, statistical data can also be presented in the form of various 
I types of graphs. Graphs are a useful way of conveying information very quickly 

and briefly. With the same ease and efficiency, they help in comparing data over 
time and space. They are visual aids and have a powef i  impact on the people. 
It is ofien said, "a picture is worth a thousand words". They attract a reader's 
attention to what they are supposed to convey about the data. Further, they may 
help us to estimate some values at a glance, and serve as a pictorial check on 
the accuracy of our solutions. 

However, graphical presentation of data, although usem in different ways mentioned 
above, is only one method of describing data. T ' s  cannot and is not a substitute 
for other forms of presentation as well as firher statistical analysis. In the following, 
we discuss some of the graphical methods of presentation. 

3.5.1 Line Graphs 

Although there are four quadrants on a plane, in economics we usually draw our 
diagrams only in the first quadrant where both the quantities measured on X-axis 
and Y-axis are positive. Economic quantities like price, quantity demanded and 
supplied, national income, consumption, production and host of other such variable 
are non-negative ( 2 0 ). 

Let us take a demand schedule and plot it on the graph. The resultant curve on 
joining different points, assuming continuity, will give us line graph expmsing relation 
between price and quantity demanded. Such a line graph in Economics is called 
a demand curve. Note that price is measured on Y-axis and quantity demanded 
on X-axis. The demand curve for data given in Table 3.17 is given in Fig. 3.1. 

Table 3.17 
Demand Schedule 

Price of X (Rs.) Quantity of X 
demanded 

5 16 

10 12 

15 8 

20 4 

25 2 

30 1 

Table 3.18 
Time Series Data 

Year Production of 
Steel (tons) 

1990 10 ' 

1991 25 

1992 20 

1993 40 

1994 50 

1995 45 

19% 60 



Data and Its Presentation 

Demand Curve 

Quantity Demanded 

Fig. 3.1 

A line graph may be used to show changes in some economic variable, say, steel 
praduction over time. In other words, if out of the two variables, one happens 
to be time (months, years, etc.), we get a line graph over time or simply time series 
graph or historigram. A time series expresses behaviour of an economic variable ? 

over time. An example of time series data is given in Table 3.18. Measuring years 
i 
4 

on X-axis and steel production on Y-axis, we can plot time series data on a graph, 
as shown in Fig.3.2. 

Historigram of Production of Steel 

Years 

Fig. 3.2 

3.5.2 Histogram, Frequency Polygon and Frequency Cuwe 

Histogram (do not confuse with historigran discussed earlier) is a very common 
type of graph for displaying classified data. It is a set of rectangles erected vertically 
It has the following features: 

a) It is a rectangular diagram. 

b) Since the rectangles are drawn with specified width and height, histogram is 
a two dimensional diagmn. The width of a rectangle equals tihe class interval 
& ~ d  height 

- Class frequency x Width of the shortest class interval in the data - 
Width of the class interval 

c) The area of each rectangle is proportional to the fiequency of the respective 
class. 

Construction of Histogram 

To plot a histogram of the frequency distribution given in Table 3% on a graph 
paper, we mark off class intervals like 500 - 550,550 - 600, etc. on the horizontal 
axis. Similarly, we mark off fiquencies on the vertical axis. Since all the classes 



are of equal width, the height of each rectangle is taken to be equal to the Ikquency and Grqhical  
Reprerentation of Data of the respective class. The histogram is shown in Fig. 3.3. 

Histogram 

Monthly Income (Rs.) 

Fig. 3 3  

Advantages of histogram are: 

1) The width of various rectangles show the nature of classes in the distribution, 
i.e., whether of equal width or not. 

2) Area of a rectangle shows the proportion of the class frequency in the total. 
I 

Frequency Polygon 

Frequency Polygon has been derived finm the word "polygon" which means many 
sides. In statistics, it means a graph of a fiquency distribution. A fquency polygon 
is obtained from a histogram by joining the mid-points of the top of various 
rectangles with the help of straight lines, as shown in Fig. 3.4. In order that total 
area under the polygon remains equal to the area under histogram, two arbitrary 
classes, each with zero frequency, are added on both ends, as shown below. 

Frequency Polygon 

450-500 550-600 650-700 750-800 8%-900 

Monthly Income 

Fig. 3.4 

Frequency Curve 

Ethe points, obtained in the case of frequency polygon are joined with the help 
of a smooth curve, we get a frequency curve 8 shown in Fig. 3.5. 
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Frequency Curve 

l4 T 

450-500 550-600 650-700 750-800 850-900 

Monthly Income 

Fig. 3.5 

3.5.3 Cumulative Frequency Curve - Ogives 

The graph of a cumulative eequency distribution is known as cumulative fkquency 
curve or ogive. Since a cumulative fkequency distribution can be of 'less than' or 
'greater than' type, accordingly, we can have 'less than' or 'greater than' type 
of ogives. 

Ogivcs can be used to locate, graphically, certain partition values. We can also 
determine the percentage of observations lying between given limits. The ogives 
for the cumulative frequency distributions given in Tables 3.12 and 3.13 are drawn 
in Fig. 3.6. . 

Note that to draw a less than type ogive, we add a class interval of 'less than 
500'lwith fkquency equal to zero. Similarly, we add a class interval of 'more than 
900' with fkequency zero for the construction of a greater than type ogive. 

'Less than' and 'More than' type Ogives 

500 550 600 650 700 750 800 850 

Monthly Income 

Fig 3.6 

3.6 DIAGRAMMATIC PRESENTATION OF DATA 

A diagram is a visual form for the presentation of statistical data. Diagram refers 
to bars, squares, circles, maps, pictorials, cartograms, etc. Diagrams are different 
from graphs as the former are used only for presentation while the later can be 



3.6.1 One Dimensional Diagrams ~abulat ion and Graphical 
Representation of Data 

These are also known as bar diagrams. A bar is defined as a thick line, often 
made thicker to attract the attention of a reader. The height of the bar highlights 
the value of the variabre with width presenting nothing. Therefore, it has nothing 
to do with the area of the bar. It is different fiom the histogram where both the 
width as well as the height of the bar are important. Further, the bars of the bar 
diagram are separated fiom one another so that the gap between the successive 
bars is same, whereas in histogram they are placed adjacent to one another with 
out gap. Finally, in histogram the bars are always vertically placed whereas in bar 
diagram they can be placed both vertically as well as horizontally. Let us take a 
simple example to demonstrate the construction of a bar diagram. 

Table 3.19 
Number of students in four zones of a country 

- 
Zone No. of students (lakhs) 

North 6 

South 10 

East 2 

West 4 

The bar diagram of the above data is drawn in Fig. 3.7. To make the bar diagram 
beautiful we can either colour the bars or shade them in different ways. This is 
left to the aesthetic taste of the investigator. 

Bar Diagram 

North South East West 

Zone 

Fig. 3.7 

Sub-divided or Component Bar Diagram 

A sub-divided bar diagram is used when it is desired to represent the comparative 
values of different components of a phenomenon. In this diagram, the bars, 
comspondmg to each phenomenon, isdivided into various unnponhts. The portion 
of the bar occupied by each component denotes its share in the total. The sub- 
divisions of different bars must always be done in the &me order and these should 
be distinguished fiom each other by using different colours or shades. A sub- 
divided bar diagram for the hypothetical data on sales of T.V. sets, given in Table 
3.20 is drawn in Fig. 3.8. 



Data and Its Presentation Table 3.20 
Lone-wise sale of T.V. sets (1995-1997)' 

Zone Number of T.V. Sets sold (lakhs) 

1995 1996 1997 

NO& - 12 20 28 

South 8 9 15 

East 5 7 10 

West 6 8 11 

. Total 31 44 64 

SuMvided or component Bar Diagram 

60 
m 
"0 50 
m 

f! 40 
m 

i: 30 
W South 

b, 9 20 

z" 10 

0 

Years 

Fig. 3.8 

Multiple Bar Diagram 

This diagram is used when comparisons are to be shown between two or more 
s e l  of data. A set of bars for a period, place or a related phenomenon are drawn 
side by side without gap. Different bars are distinguished by different shades or 
colours. Amultiple bar diagram for the hypothetical data given in Table 3.21 is 
drawn in Fig. 3.9. 

Table 3.21 
Total revenue, total cost and profit of MIS XYZ (1990-92) 

(Rupees thousand) 

Year Total Revenue Total cost Profit 

1990 30 25 5 



Multiple Bar Diagram Tabulation and Graphicai 
Representation of Data 

40 -- 
6 35 -- c: 
2 30 -- 

$ 25 
-- .Total Cost 

20 -- Profit 

$ 1 5 -  

10 -- 

5 - 

O t  
1990 a 1991 . 1992 

Years 

Fig. 3.9 

3.6.2 Two Dimensional Diagrams or Area Diagrams 

In the case of one dimensional diagrams only the height of the bar is important, 
and the width can be chosen according to convenience or aesthetic taste of the 
investigator. But in the case of two dimensional diagrams, area is more important. 
That is why they are also known as Area diagrams. There are three types of area 
diagrams. 

a) Rectangles, where area equals width (or base) multiplied by the length (or 
height) of the rectangle. 

b) Squares where area equals square of side (or base). 

c) Circles where area equals x f ,  with x =22/7 and r = radius. 

Let us consider data on, say, average salaries of three categories of university 
teachers, and prepare all the three types of area diagrams. 

Table 3.22 
Average Salaries of University Teachers as on 1/1/1998 

Class of teachers Average Salaries (Rs.) 

Professors w,ooO 

Readers 16,000 

Lecturers 9,000 

a) For drawing rectangles, a common base of, say, 100 is taken. Accordingly, 
the heights can be determined as: 

1) Salary of Rs.25,000 = 100 (base) x 250 (height) 

2) Salary of Rs. 16,000 = 100 (base) x 160 (height) 

3) Salary of Rs. 9,000 = 100 (base) x 90 (height) 

Now take a scale of 2 cm = 100, so that the first rectangle has dimensions of 
2 cm. x 5 cm, the second one has the dimensions of 2 cm x 3.2 cm and the 
third one has the dimensions of 2 cm x 1.8 cm. After this, we are in a position 
to draw the rectangles as area diagrams (Fig. 3.10). 



Data and Its Presentation Average Salaries of University Teachers (Rs.) 

Professors 

Rs. 25,000 1 Rs. 16,000 3 
Readers 

Lecturers 

Rs. 9,000 

Scale : 2 crns = Rs. 100 

Fig. 3.10: Area Diagram (rectangles) 

b) For drawing squares, we find the square root of various incomes. We have, 

Chose a scale 1. cm = 50 so that the first square has each side approximately 
equal to 3.2 cm. (since 158.114150 = 3.2), second has the side of 2.53 cm. and 
the third has the side of 1.9 cm. The relevant squares are drawn in Fig. 3.11. 

Average Salary of University Teachers (Rs.) 

Professors 

Rs. 25,000 El Rs. 16,000 

Readers 

Lecturers 

Rs. 9,000 

Scale : 2 crns = Rs.50 

Fig. 3.11: Area Diagram (squares) 

c) For drawing Circles we take the squares of their radii in the ratio of areas, , 

i.e., 25000: 16000: 9000 or 25: 16: 9. This is based on the property of the 
circles that area of a circle is proportional to the square of its radius. Let r,, 
r2 and r, denote the radii of the three circles, then we can write' r12 : r22 : 
r,2 = 25 : 16 : 9 or rl : r2 : r3 : = 5 : 4 : 3. Taking 2.5 units = 1 cm the 
radii of the three circles will be 2.0, f.6 and 1.2 cms respectively. Let us draw 
the required circles.. 



Average Salary of University Teachers (Rs.) 

Professors 

Readers 

Rs. 25,000 

Scale : 1 crns = 2.5 unit. 

Fig. 3.12: Area Diagram (circles) 

3.6.3 Pie Diagram or Pie Chart 

It is also known as angular diagram. It is used to represent percentage break downs 
of the given data. For example, the exports of a country to different countries and 
continents of the world can be expressed into ratios or percentages. These ratios 
or percentages can then be converted into angles by the fon-da 

Share of the sub - division 
x 360° 

Total 

Table 3.23 
Exports of country X to countries A, B, C and D in 1990 

Country Exports Percentage Share Degree 

A 300 (300 X 100) s 800 = 37.50 (37.5 X 3600) + 100 = 135O 

B 250 (250 x 100) i 800 = 31.25 (31.25 X 360°) t 10Q = 12.5O 

C 150 (150 X 100) + 800 = 18.75 (18.75 X 3600) + 100 = 67S0 

D 100 (100 X 100) + 800 = 12.50 (12.5 X 360") + 100 = 45O 

Total 800 100 360° 

Pie Diagram Representing Exports of X 

Fig. 3.13 

Tabulation and Graphical 
Representatlon of Data 



Data and Its Presentation Steps in the construction of Pie diagram 

1) Find the total of all components. 

2) Find ratio or percentage of the share of sub-division to the total and multiply 
by 360° to get the angle corresponding to each sub-division. 

3) Draw a circle of a suitable size. 

4) Use protractor to draw different angles at the centre. Preferably start with 
the largest one. 

5) Shade the different segments with different colours or shades. 

6) Write the components with percentage values in the marked, shaded or 
coloured areas. 

3.6.4 Three Dimensional Diagrams 

These diagrams are not very popular and are used rarely. Since these diagrpns 
are three dimensional (involving length, breadth and width), they denote volumes. 
They can take the fonn of boxes, cubes, blocks, spheres and cylinders. They are 
very usehl when the variations in magnitudes of the observations are very.marked. 
Here we will explain only the presentation of data by cubes for which we take 
the following steps: 

1) Find cube-root of each figure. 

2) Take a convenient scale, preferably in centimeters. 

3) Ciaw cubes, dimensions of which are calculated below for an example 
consisting of two classes of families : Poor and Very Rich. 

Table 3.24 

Income class Income (Rs.) Cube-root Side of cube 

1. Poor 216 = = 6  1.5 cms. 

I 
2. Very Rich 3375 m= 15 3.75 cms. 

I Scale : 1 cm = 4 units. I 
4) Now draw two cubes with sides equal to 1.5 cms. and 3.75 cms. respectively. 

Income Levels of Poor- and Very Rich People (Rs.) 

Very Rich 

Poor 

Rs. 216 Rs. 3375 

Fig. 3.14 



3.6.5 Pictograms and Statistical Maps 

These are also known as catrograms. Pictures are more attractive to laymen than 
other forms of graphic presentations. But these are not suitable everywhere. It may 
suit cases involving population of people of a state or number of vehicles in a 
metropolitan city like Delhi or Murnbai. For showing population of human beings, 
we draw human figures. Here also we have a scale. We may represent 1 lakh 
people by one human figure so that a population of three and half lakhs is shown 
by drawing 3% human figures, as given in Fig. 3.15. 

Fig. 3.15 

Pictograms suffer fiom a limitation that they present only approximate values. For 
more accurate presentations bar diagrams are preferable. 

Check Your Progress 3 

1) Disthguish between the following giving at least two points of distinction. 

a) Histogram and historigram. 

b) Histogram and bar diagram. 

c) Histogram and frequency polygon, 

d) "Less-than" and "More-than" Ogives. 

e) Pie diagram and circle. 

............................................................................................................. 
2) Prepare a sub-divided bar chart and a pie diagram from the following data. 

Academic Expenditure on Books 
Year 

Economics Commerce Maths Languages Total 

1996 - 97 5200 10000 5000 4800 25000 

1997 - 98 8000 14000 7000 6000 35000 

Tabulation and Graphical 
Representation of Data 



Data and Its Presentation 

................................................................................................................. 
3) Explain the following terms: 

a) Line graph 

b) Bar diagram 

c) Sub-divided or component bar diagram 

d) Multiple bar diagram 

e) Area diagram 

f )  Volume diagram 

............................................................................................................. 

............................................................................................................. 
4) Fill in the blanks with a suitable word out of those given in brackets: 

a) A pie diagram is also called ........................... diagram. (bar, angular, 
multiple bar). 

b) In the case of vertical bars, the variable is measured on the 
........................... (X- axis, plane, Y- axis). 

c) Bar diagrams, rectangles, squares, circles and pie charts are 
........................... forms of presenting data. (geometric, arithmetic, 
horizontal). 

d) By joining the mid-points of the top of each rectangle of a histogram, we 
get ........................... (an ogive, a frequency curve, a frequency polygon) 

e) Graph of "morethan" cumulative kquency distribution is also called "more 
- than" ........................... (ogive, frequency polygon, frequency curve) 

........................... f )  The caption of a table labels data presented in the of 
a table. (rows, columns, foot-note) 

5) Are the following statements true or false? If false, what should be the correct 
statement? 

1) A picture is worth a thousand words: 

2) Squares and circles are examples of area diagrams. 

3) We can have only vertical bar to present some data having one variable. 

4) The graph of an ordinary fiequency distribution is called ogive. 

5) A time series graph is known as historigram. 

6) Histogram is same as bar diagram, 



3.7 LET US SUM UP 

Collected data are unorganised and complex mass of figures. To draw some 
meaninghl conclusions, they must be arranged in an orderly manner. This can be 
done in many ways, such.as by forming simple and frequency array, discrete and 
continuous frequency distributions, etc. 

Sometimes, it serves a usehl purpose to form what is called "less-than" or "more- 
than" cumulative frequency distributions. The former is arrived at by successive 
totaling of fi-equencies h m  above and the latter by successive totaling ii-om below. 

. 
After collection and condensation of data, good presentation of data is important. 
A good presentation helps to highlight important points of the data and makes 
possible usell comparisons and their intelligent use. This can be done through five 
statistical tools. These are: i) formal tables - one-way and two-way; ii) line graphs- 
histograms, fiquency polygon and fi-equency curves; iii) cumulative distributions- 
"less-than" and "more-than" ogives; iv) one, two and three dimensional diagrams 
such as bar diagrams, rectangles, squares, circles, cubes and pie diagrams; and 
v) statistical maps. While using diagrams, their limitations must always be kept in 
mind. Diagrams give only a approximate idea of the problem and can portray only 
a h t e d  number of characteristics. Unlike a graphic presentation, the main limitation 
of a diagrammatic presentation is that it cannot be used as a tool of analysis. The 
level of accuracy of a graphic method is oftea lower than that of mathematical 
method. 

Tabulation and Graphical 
Representation of  Data 

Condensation of data: It is a process of classifjrlng and arranging complex and 
unorganised mass of data to make them fit for comparison and analysis. 

Array: An array is an arrangement of data in ascending or descending order. It 
is also called a simple array. 

Frequency array: It is an array or series formed by writing various possible values 
of the variable along with their respective Gequencies. 

Discrete frequency distribution: A discrete distribution or discrete series is 
formed where the variable can take only discrete values like 1,2,3, ..... Number 
of children in a family, number of students in a university, etc. are examples of 
discrete variable. 

Continuous frequency distribution: A continuous frequency distribution is formed 
where the variable can take any value between two numbers. For example, height, 
weight, income and temperature. 

Inclusive type class interval: A class interval in which all observations lying 
between and including the class limits are included. 

Exclusive type class interval: A class interval which includes all observations 
that are greater than or equal to the lower limit but less than the upper limit. 



Data and Its Presentation Open-end class: A class in which one of the limits is not specified. 

kequency polygon: It is a broken line graph to represent a kequency distribution 
and can be obtained either from a histogram or directly from the frequency 
distribution. 

Frequency curve: It is a smoothened graph of a fiequency distribution obtained 
fkom fkequency polygon through h e  hand tracing in such a way that the area under 
both of them is approximately the same. 

Class and class limits: It is a decided group of magnitudes having two ends called 
class limits or class boundaries. 

Class range: Also called class interval. It is the difference between two limits 
of a class. It is equal to upper limit minus lower limit. It is also called class width. 

Mid-point: Also called mid-value. It is the average value of two class limits. It 
falls just in the middle of a class. 

Relative frequency distribution: It is a fiquency distribution where the fiquency 
of each value is expressed as afiaction or apercentage of the total number of 
observations. 

Cumulative frequency distribution: It is obtained by successive totaling of the 
simple fkequencies of a discrete or continuous frequency distribution. This totaling 
can be done either h m  above (we get "less-than" cumulative fiquency distribution) 
or from below (we get "more-than" cumulative frequency distribution). 

Ogivt?: It is the graph of cumulative fkequency. Graph of "less-than" cum~llative 
fkequencies gives "less-than" ogive and that of '=more-than" gives "more-than" 
ogive. 

Tabulation: It is a systematic presentation of data in rows and columns. 

Caption: It is a part of a table and labels data presented in the column of a table. 
It is also called box head. It may contain one or more than one column head. 

Stub: It is a part of a table. It consists of stub head and stub entries. Each stub 
entry labels a given data placed in the rows of the table. Both stub head and stub 
entries appear on the left-hand column of a table. They describe the row heads. 

Main body of the table: It is certainly the most important part of the table and 
contains numerical information about which a hint is already made clear by the 
title. It is also calledfield of the table. 

Line graph: It is the locus of different points obtained with the combinations of 
X arid Y coordinates measured on X-axis and Y-axis respectively. 

Historigram: The line graph of a time series is c'alled historigram (For example, 
steel production since 1950). 

Histogram: It is a set of adjacent rectangles presented vertically with areas 
proportional to the frequencies. 

Bar diagram: It is often defined as a set of thick lines corresponding to various 
values of the variable. It is different from histogram where width of the rectangle 
is important. 



Representation o f  Data 
one variable can be presented. A sub-divided bar diagram is used to show various . 
components of a phenomenon. 

Pie diagram: It is a circle sub-divided'into components to present proportion of 
different constituent parts of a total. It is also called pie chart. 

Area diagrams: These are two dimensional diagrams. Here both the height and 
the base of the diagram are important. That is why they are known as area diagrams. 
They can be either rectangles, or squares or circles. 

Volume diagrams: These are three dimensional diagrams. In their constsuction 
length, width and height are used. They consist of boxes, cubes, blocks, spheres 
and cylinders. 

Pictographs: Here the data are presented in the form of pictures. 
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3.10 ANSWER OR HINTS TO CHECK YOUR 
PROGRESS EXERCISES 

Check Your Progress 1 

1) a) See Sub-section 3.3.2 and 3.3.3 

b) See Sub-section 3.3.4 

c) See Sub-section 3.3.3 

d) See Sub-section 3.3.1 and 3.3.2 

2) You may give examples h m  your surrounding. For exact meaning of the terms 
refer to Section 3.3. 

3) In the text we have converted the monthly income data in Table 3.2 to a 
frequency distribution in Table 3.6. From this you can take a clue. 

4) Refer to Sub-section 3.3.3 

5) Refer to Sub-section 3.3.4(c) 

6) Refer to Sub-section 3.3.4(d) 

Check Your Progress 2 

1) Refer to Table 3.16 and Sub-section 3.4.2 for different parts of a table. 
-\ n-r-.. 4- C'.-l. '2 A 9/91 



Data and Its Presentation 3) Refer to Table 3.1 6 

4) It can be presented in more than one ways. We have given one below. Try 
another. 

Division of Students of XY College 

Check Your Progress 3 

1) a) See Sub-section 3.5.1 and 3.5.2 

b) See Sub-section 3.5.2 and 3.6.1 
c) See Sub-section 3.5.2 

d) See Sub-section 3.5.3 

e) See Sub-section 3.6.2 and 3.6.3 

2) Refer to Sub-sections 3.6.1 and 3.6.3 

3) a) See Sub-section 3.5.1 

b) See Sub-section 3.6.1 

c) See Sub-section 3.6.1 

d) See Sub-section 3.6.1 

e) See Sub-section 3.6.2 

0 See Sub-section 3.6.4 

4) a) an& 
b) y-axis 

c) geometric 

d) a hquency polygon 

e) ogive 

9 ~01umns 

5) Tnpe: 1,2,5 

False: 3,4,6 

Year 

First Year 

Second Year 

Third Year 

Non-Hostelers 

Male 

Hostelers 

Female Male Female 
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4.0 OBJECTIVES 

After going through this unit, you will be able to: 

compute numerical quantities that measure the central tendency of a set of data 
such as, mean, median, mode, geometric mean and @manic mean, and 

use these measures. 

4.1 INTRODUCTION 

In the previous Unit we had distxssed about condensation of raw data by grouping 
them into a few class intervals and presenting in the form of a table or diagram. 
Such tables or diagrams provide a rough idea of the distribution of observations. 
OAen we need to compare between distributions. In such situations it is difficult 
to compare tables or diagrams simply by looking at them. It is much more 
convenient and usefbl for comparison if we could find out a single numerical value 
for describing the data. 

Measures of Central Tendency (or Location) constitute one of the major statistics 
designed for this purpose. There are five main measures of central tendency. These 
are Arithmetic Mean, Geometric Mean, Harmonic Mean, Median and Mode. You 
will learn about each one of these measures below. 



S u n ~ n ~ n r i s a t i o n  o f  
Univariate Data 4.2 MEASURES OF CENTRAL TENDENCY 

In frequency distributions of observations discussed in Unit 3 we notice that 
the observations tend to cluster around a central value. This phenomenon of 
clustering around a central value in a frequency distribution is called 'Central 
Tendency'. Thus, it is of interest to locate such a value around which clustering 
of observations takes place. There are several measures of central tendency (or 
location) of a frequency distribution. These measures produce numbers that 
summarise a frequency distribution in terms of one of its properties, namely, central 
tendency. 

4.2.1 Arithmetic Mean 

The average or the arithmetic mean, or simply the mean when there is no 
ambiguity, is the most common measure of central tendency. It is defined as the 
sum total of all values in the sample divided by the number of observations. It is 
denbted by a bar above the symbol of the variable being averaged. Thus stands 
for the mean, of X-values in the sample. If in a sample a particular X-value, say 
X occurs with frequency4 (i = 1,2, ... n), its contribution to the total of X-values 
isJlX,. Thus, one can compute the mean of X-values by 

n 

When observations are classified into class intervals, as for continuous variables, 
individual observations falling into a class interval are not separately identifiable 
and the contribution of the individual observation from a class interval to the total 
cannot be calculated. To avoid this difficulty, it is assumed that every observation 
falling into a class interval has a value equal to the mid-point into which these 
observations fall. Such a procedure will not give the exact mean had one 
computed it from raw data and may require what is called corrections for 
grouping. 

Example 4.1: Compute the mean for discrete frequency distribution of Table 4.1. 

Table 4.1 
Frequency distribution of 100 households by size 

Household Size (XJ Frequency ( x  
1 3 

2 16 

3 25 

4 33 

5 12 

6 7 

7 2 

8 2 

Total 100 



Let us compute the arithmetic mean of the data given in the above table. 

Thus, mean household size based on 100 households is 3.74. 

Example 4.2: Compute the-mean for grouped frequency distribution of Table 4.2. 

Table 4.2 
Frequency distribution of 100 households by average monthly household 

expenditure on food 

For computation of the mean we have to construct table as given below. 

- 

Expenditure class (Rs.) 

262.5 - 286.5 
286.5 - 3 10.5 
310.5 - 334.5 
334.5 - 358.5 
358.5 - 382.5 
382.5 - 406.5 

Total 

I 

Class interval (Rs.) Mid-point (3) Frequency Cf;) 44 
(0) (1) (2) (3) 

262.5 - 286.5 274.5 1 274.5 

286.5 - 310.5 298.5 14 4179.0 

3 10.5 - 334.5 322.5 16 5160.0 

334.5 - 358.5 346.5 28 9702.0 

358.5 - 382.5 370.5 26 W3.0 

382.5 - 406.5 394.5 15 5917.5 

Total 100 "\:: 34866.0 

Frequency 

1 

14 

16 

28 

26 

15 

100 

Thus, mean of monthly average household expenditure on food is 
. . - ,x=-- 34866 - Rs. 348.66. 

100 

One may note from the above example that to find column (3) one needs to multiply 
the corresponding values of column (1) and (2), and often hand computations are 
long for each multiplication. These computations can be simplified, particularly when 
successive column (1) values are equidistant (but applicable otherwise alsb), by 
making the following simple transforrnatio~ . 

For i = 1, 2, ... , n 

Xi - A  u.  = - 
k i.e., 4. = A  + hu, . and so X = A + ~ Z .  

Measures o f  Central 
Tendency 
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of A and h are made so that computation of ii becomes simple. Usually A is taken 
as that X value for which the frequency is largest. For equidistant successive' 
X-values in column (I), h may be taken as the difference between two successive 
X-values. For equal length class intervals, the difference between suiccessive 
mid-points is the same as the length of each class interval. 

We will explain this method by re-computing the mean of the monthly average 
household food expenditure data given in Table 4.2. We construct Table 4.3 by 
using A and h as explained below. 

We define A = Mid-point of the class with largest frequency - 346.5 and 
h = Common length of each class interval = 24. 

Table 4;3 
Computation of mean of data of Table 4.2 

We find out that 

Properties of Arithmetic Mean 

1) The algebraic sum of deviations of a given set of observations is zero 
when taken from the arithmetic mean. 

Let XI ,  X,, ..... Xn be n observations with respective frequencies as f;, 

X, - 346.5 
u, = 24 

- 3 

- 2 

- 1 

0 

1 

2 

Frequency 

u; )  
1 

14 

16 

28 

26 

15 

100 

Class interval 

(Rs.1 

262.5 - 286.5 
286.5 - 3 10.5 
310.5 - 334.5 , 

334.5 - 358.5 
358.5 - 382.5 
382.5 - 406.5 

Total 

f,, .....f.. Mathematically, this property implies that i-I f,h (xi - E)= 0, 

where xi - H is the deviation of zth observation from mean. 

To prove the above property, we write 

f ;  Ut 

- 3 

- 28 

- 16 

0 

26 

30 

9 J  

Mid-point 

<q 
274.5 

298.5 

322.5 

346.5 

370.5 

394.5 



Hence the result. 

2) The sum of squares of deviations of a given set of observations is 
minimum when taken from the arithmetic mean. 

Mathematically, this property implies that for any arbitrarily chosen origin, A, 

s = t/; (xi - AY is minimum when A = j7. 

To prove this property, we note that the magnitude of S will depend upon the 
selected q l u e  of A. Thus, we can say that S is a fhction of A. We want to find 
that value ofA for which S is minimum. Using calculus, this value is given by the 

dA 
d2s >o. equation dS = 0 such that - 
dA2 

(Remember that the value of a fhction is minim& when lirst derivative is zero 
and second derivative is positive.) 

Differentiating S with respect to A and equating to zero, we get 

This implies that 

Measures o f  Central 
Tendency 

d 'S Further, it can be shown that - > 0 when A = jf. 
d~~ 

4.2.2 Median 

Median of a distribution locates a central point which divides a distribution into 
two equal halves, i.e., it is the middle most value among a set of observations. 
Let us start with examples in a discrete case. Consider a data set having 5 distinct 
observations: 2,4,9,12, 19 (arranged in ascending order). Here 9 is the middle 
most value since an equal number of observations are to its left and to its right. 

I Thus, 9 is the median of the above observations. Consider another data set having 
t 6 distinct observations: 3,8,15,25,35,43. Here any point between 15 and 25 

has the property that equal number of observations are to its left and to its right. 

I Any point in the interval 15 to 25'may be used as a median. Conventionally we 

i take the middle point of such an interval to define median uniquely. Thus 20 is 

I the median of 3, 8, 15, 25, 35, 43. 

When a data set has non-distinct observations - a situation more common in 
practice - difficulties may arise. In such situations, it may not be always 
possible to locate the middle most value or the central point that divides the 
dfstribution into two equal halves, For example, in the case of the data set having 
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5 observations 2, 9, 9, 12, 19 the value 9 is repeated twice. Thus, a formal 
definition of median is needed to overcome such difficulties. 

A median of a distribution is a point or a central value such that at least 
50% of the observations are less than or equal to it and at least 50% of the 
observations are greater than or equal to it. With this definition of median 
and the convention of taking the middle point of a class in which each point i 
a median, median of a distribution can always be specified uniquely Thus, median 
of observations 2,9,9, 12,19 is 9 because 3 of the 5 observations (60%) are 
less than or equal to 9 and 4 of the 5 observations (80%) are greater than or 
equal to 9. 

Let us find out the median household size from the frequency distribution in Table 
4.1. We notice that 77 (out of 100) households have family size of less than or 
equal to 4 and 56 households have family size of more than or equal to 4. Thus 
median family size in this case is 4. 

M d a n  for a grouped Erequency distribution of a continuous variable is easier to 
underbtand if one looks at the associated histogram with height of a rectangle equal 

f to the frequency density, ;, of the class. In such a lustogram, the area of a 
rectangle gives the hquency of the corresponding class. The median, in this case, 
is a point in one of the classes such that the areas to its left and to its right are 
50% each. First step is to locate the class, up to the right boundary of which the 
total area is at least 50% (called the median class). Then the median is computed 
by adding, to the lower boundary value of this class, the length of a part of this 
class interval in proportion to the fkquency needed to achieve 50%. A convenient 
method of finding out the median class is to compute the cumulative Erequency 
(discussed in Unit 2, Section 2.3.3) and identifjmg the class interval in which the 
N 
-th observation lies. 
2 

This method of computing median is illustrated through the data on monthly average 
household expenditure on food given in Table 4.2. 

Fig. 4.1 
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Area up to the class boundary 334.5 is 3 1 and upto 358.5 is 59. Hence the median 
lies in the class 334.5 - 358.5. We now want to find a poht in this class so that 
the area from 334.5 to the point is (50 - 31) = 19, where area up to 334.5 is 
31. Since the rectangle over the interval 334.5 - 358.5 has an area of 28, and 

19 is of length 24, to get an area of 19 we need 28th part of 24. This works out 

19 
to be 28 X 24 = 16.3. Thus the median is 334.5 + 16.3 = 350.8. Note also 

that the area in the class 350.8 to 358.5 is 28 - 19 = 9 and to the right of 350.8 
is 9 + 41 = 50, as it should be. 

Based on the above procedure, we can write a formula for the computation of 
median. 

lm is the lower limit of the median class, i.e., the class in which median lies, 

N is the total frequency, 

C is the cumulative frequency of classes preceding the median class (note that 

C = 3 1 in the above example), 

fm is the frequency of median class, and 

h is the width of median class. 

4.2.3 Mode 

As has been pointed out earlier, often observations tend to cluster around a central 
value. A simple measure of h s  phenomenon is called mode. 

Mode or modal value of a discrete variable is defined as that value of the 
variable for which fi-equency is maximum. Mode, however, is not the majority, i.e., 
it does not imply that most (50% or more) of the observations have the modal 
value. 

From Table 4.1 we find that the mode or modal value of household size is 4 as 
this value occurs with largest frequency of 33 among 100 households. 

There are, however, data sets when mode cannot be defined uniquely, i.e., the 
distribution has multiple mode. Raw data with 7 hypothetical observations with 
values 4,3,4, 1,2,5,3, have two modes, 3 and 4. Distributions having two modes 
are called bimodal distributions, though the frequently encountered distributions 
have only one mode or are unimodal. 

For observations on the continuous variable, like monthly household expenditure 
on food, no two observations are likely to have same value and so mode is not 
a meaningful measure of such raw data. However, central tendency comes out 
clearly when these raw data are grouped into various class intervals. For grouped 
data modal class is defined as the class having largest frequency. Since large class 
intervals are likely to include large number of observations and smaller class intervals 
are likely to have few observations, definition of modal class is meaningful only 
when class intervals have equal length. 

Measures of Central 
Tendency 
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For discrete data it is easier to imd out the mode. But in the case of continuous 
data computation of the mode is done by the following formula: 

lm is the lower limit of the modal class, i.e., the class in which mode lies, 
A,(= f, - f,-,) is the difference of the frequencies of the modal class 
and its preceding class, 
A,(= fm - fm+,) is the difference of the frequencies of the modal class 
and its following class, and 
h is the width of the modal class. 

Let us look back to Table 4.2. Here modal class is 334.5 - 358.5 as it has the 
highest frequency, 28. 

Thus, lm = 334.5, A, = 28 - 16 = 12, A, = 28 - 26 = 2 and h = 24. 

Mode is a usefhl measure of central tendency when a frequency distribution 
has a strong peak and it is particularly useless when a frequency distribution is 
almost flat. 

Check Your Progress 1 

1) The kquency distribution of a family size for 250 families in a ward of an 
industrial town is given below: 

I Total 250 1 

Find the mean, median and mode. 



2) Compute the mean, median and mode for the following ihquency distribution. 

Frequency Distribution of IQ for 309 Six-Year old Children 

I.Q. Frequency 

160 - 169 2 

150 - 159 3 

140 - 149 7 

130 - - f39 19 

120 - 129 37 

110 - 119 79 

100 - 109 69 

90 - 99 65 

80 - 89 17 

70 - 79 5 

60 - 69 3 

50 - 59 2 

40 '- 49 1 

Total 309 

4.3 OTHER MEASURES OF CENTRAL TENDENCY 

Besides the arithmetic mean, median and mode there are other averages which 
are relatively unimportant but may be appropriate in particular situations. These 
are Geometric Mean and Harmonic Mean. We will discuss these in Section 4.3.1. 

Often we see that all the observations do not have equal importance. In such cases 
we need to give differential importance to different items. Here we use weighted 
means - arithmetic, geometric or harmonic - instead of simple means. This we 
will discuss in Section 4.3.2. 

4.3.1 Geometric Mean and Harmonic Mean 

Often we have to deal with data that are time dependent, i.e., time series data 
which are unlike one-time data of Tables 4.1 and 4.2. For time dependent data, 
it is often of interest to fkd the pattern of change over time. Consider the following 
two data sets. 

Measures 01 Central 
Tendency 
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First set looks like basic salary (in Rs.) of an employee for 7 years with annual 
increment of Rs. 100 per year. 

Second set looks more llke his gross salary (in Rs.). Annual increase in the two 
sets are given below. 

Set1:  100 100 100 100 100 100 

Set 11: 110 121 133 147 161 177 

Arithmetic mean of annual increase is 100 for Set I and 141.5 for Set II. On the 
basis of these average annual increases, if one works-out figures for the two sets, 
starting fiom the initial values, one would get the following. 

S e t I :  1000 1100 1200 1300 1400 1.500 1600 

Set II : 1100 1241.5 1383 1524.5 1666 1807.5 1949 

That the use of arithmetic mean has worked well for Set I and not for Set 11 is 
because the progression of original numbers in the two sets are different. In Set 
I, increment has been a fixed quantum whereas in Set 11, figures have increased 
at a fixed rate. Fixed quantum of increase is called arithmetic progression and 
arithmetic mean is appropriate to describe the increase. Fixed rate of increase is 
called geometric progression and geometric mean is most appropriate to describe 
the increase. 

For n numbers X,, X,, ... Xn geometric mean (GM) is defined as the nth root 
of the product of these n numbers, i.e., 

Clearly, GM is not defined unless all the n numbers are positive. By taking logarithm 
of GM, one has 

whkh shows now GM can be computed by using a log-table. Anti-logarithm of 
the arithmetic mean of log Xvalues is GM. For the second data set, gross salary 
incr'eased at the rate of 11% every year. In practice, however, increaseldecrease 
will not be at a fixed rate over the years; and it is meaningful to talk about average 
rate because fixed rate situation is rare. In general, GM is more appropriate average 
for percentage (or proportionate) rates of change than arithmetic mean as in the 
case of rise in various price indices, cost of living indices, etc. 

F d y ,  we discuss about another measure of location called harmonic mean 0. 
This mean comes naturally in many situations as in the following illustration. A stockist 
stoaks Rs. 5000 worth of an item at the beginning of every month. Unit rate 
(in Rs.) of the item for five successive months had been 10.75, 11 .SO, 14.00,11.45 



and 12.00. The stockist wants to find average rate per unit of the item he has Measures of Central 
Tendency 

stocked for five months. Computation is presented below : 

Month Amount Spent Unit Rate 
(Rs.1 (Rs.1 

1 5000 10.75 

2 5900 11.80 

3 5000 14.00 

4 5000 1 1.45 

5 5000 12.00 

TOG!! 25000 

Total Money Spent 
Average price (in Rs.) of his entire stock = Total Quantity 

The last expression is the reciprocal of the arithmetic mean of reciprocals and 
is called harmonic mean (HM). For a set of n values X,, X,, ..... Xu, HM is 
defined as 

Note that HM is not defined when any observation is zero. 

If the stockist, instead of stocking Rs. 5000 worth of items, stocks 3000 items 
at the beginning of every month at the given prices, the appropriate average would 
be arithmetic mean. To verifL this, we can write 

Total Money Spent 
Average Price = Total Quantity Purchased 

- - 10.75 + 11.80 + 14.00 + 11.45+ 1200 
5 = AM of the given prices. 

4.3.2 Weighted Means 

For many practical applications weighted means (arithmetic, geometric or harmonic) 
reflect   hen omen on more clearlv than unweihted or sirn~le means that have been 
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computed so far. For computation of, say, consumer price index, not all 
commodities are equally important. I n m e  in f k l  cost may affect consumer price 
index more than an i n m e  in agricultural prices. For stock market, stock of some 
key companies may be a trend setter. Weighted means are more appropriate in 
such situations. To find weighted mean, a weight wi is attached to each XI: and 
the means are computed as if wiYs are,~symbolically, frequencies of the 
corresponding q s .  The computational formulae are as given below: 

i=l 

Weighted AM = e wi 
i=l 

1 

weighted GM = (fi i-1 XP')= and 

- 

i=l 

Weighted HM = w. T L  

Weighted mean becomes equal to unweighted mean when each wi is same or 
equal to unity. 

4.3.3 Pooled Mean 

Ofth we come across situations when means have been computed for different 
sources or samples. In such situations we become interested to find an overall 
mean if it is meaningful. This is done by computing what is called apooled mean. 
The procedure of computing a pooled mean is given below. 

Let m,, m,, . .. . . mr be r arithmetic (or geometric or harmonic) means, computed 
on the basis of n,, n,, ..... nr observations respectively. Then 

1 r 

Pooled arithmetic mean = ; Cmini ,  where n = ni 
i-1 i-1 

1 - 
Pooled geometric mean = (Q m y )  and 

Pooled harmonic mean = 3 
i-1 mi 

where n = n, + n, + .. + nr 

Note that the above expressions are similar to the expressions for weighted 
me2ins. 



4.3.4 Choosing a Measure of Central Tendency Measures c 

It has already been discussed when a particular mean, AM or GM or HM, is 
more appropriate than the other two. However, when one has grouped data in 
which either of the end classes are open ended, i.e., of the type 'upto c,' and / 
or 'ck-, and above', mid-points of such classes cannot be computed. Consequently, 
no mean can be computed. There is, however, no problem in computing median 
or mode in such cases. On the other hand, a pooled median or mode cannot be 
computed, like the case for mean, unless all the sdts of data are made available 
in their entirety. These problems are related to compu't&onal difficulties and not 
to appropriateness of measure. 

Since graphical representation of data is more appealing, median or mode are more 
usehl in such a situation because their crude values can be obtained easi\y without 
having to go through any computations. Also, median and mode are simple concepts 
for communication and comparison between griiphs. It has, however, been 
observed that median is less stable than arithmetic mean in repeated sampling and 
one needs to be careful when comparing graphs. 

For data that has a distribution close in shape to what is called normal with one 
peak and going down symmetrically on either side, one may use one of mean, 
median or mode because for a normal shape distribution, these measures have the 
same value. 

It should be clearly understood that choosing an appropriate measure of central 
tendency is not an end to data analysis, and much still remains. For example, by 
saying that household average monthly expenditure on food is Rs. 348.66, it does 
not say whether a large number of households have very low monthly average 
expenditure on food or a few households have a very good menu. Next set of 
analysis aims at answering such questions. 

4.4 PERCENTILES 

Concept of percentiles will be explained by using mainly Table 4.2 data on average 
monthly household expenditure. Percentiles are used in two directions, depending 
on the question to be answered. Direction of a question may be, what per cent 
of households have monthly average food expenditure upto Rs. 350.80? Or it may 
be, what is the maximum monthly average food expenditure of the lower 50% of 
the households? Note, from our earlier computation of median of Table 4.2 
distribution, that the answer to one question is the figure in the other,.i.e., 50% 
of the households have Rs. 350.80 as maximum average monthly food expenditure. 
Depending on interest, percentage below a cut-off point may be called for : when 
a poverty line is decided, it is of interest to h o w  the percentage below the poverty 
line. In the other direction, it may also be of interest to find the status of lower 
10% or upper 5% of the population. These are answered by using what are called 
percentiles. 

4.4.1 Percentile: Definition and Computation 

For any given percentage v, vth percentile is PV, a value of the variable being 
stud:ed, so that at least vpercent of the observations are less than or equal to 
PV and at least (100 - v) percent of the observations are greater than or equal 
to P . 

bf Central 
Tendency 
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For example, for Table 4.1, distribution of household size, Py = 5 for any v 
r 

from 78 to 89. I 
4 

For grouped data, percentiles are more clearly understood when one looks at the 
cumulative distribution hction.  Let F(X) be the proportion of observations less 
than or equal to X, Any given value Xo is then the 100 F(XJth percentile. For 
Table 4.2, class boundaries, one has F(286.5) = 0.01, F(3 10.5) = 0.15, F(334.5) 
= 0.31, F(358.5 ) = 0.59 and F(382.5) = 0.85, and consequently Rs. 286.5 = 

PI,, Rs.310.5 = P,,, Rs. 334.5 = P,,, Rs. 358.5 = P,,, and Rs. 382.5 = P,,. 
Note that any amount less than Rs. 262.5 (lower boundary of first class interval) 
is zero-th percentile and amount more than Rs.406.5 (upper boundary of last 
class interval) is 100th 3ercentile. 

4.4.2 Quartiles and Deciles 

Depending on its use, some specific percentiles go by different names. Evary 25th 
percentile is called a quartile, and every 10th percentile is called a decile. For 
example, 

25th percentile = P,, = Q, = first quartile 
50th percentile = P,, = Q2 = second quartile 
75th percentile = P,, = Q3 = third quartile 
10th percentile = PI, = dl = first decile 
20th percentile = P2, = d2 = second decile, etc., and 
P = Q2 = d, = median. 50 

The formulae for Q, and Q3 a& similar to the formula for the median. ~ h e s e  
can be directly written as given below. 

4 x h ,  Q3 = l ~ ,  + - 
fa, 

where C denotes the cumulative frequency of classes preceding the fixst (or third) 
quartile class and h is the corresponding class width. 

Using similar notations, it is possible to write the formula for any partition value. 
For example, the formula for 40th percentile can be written as 

Percentiles also go by the name of fractiles when proportions, instead of . 

percentages, are used. For example, P3, is 0.3 fiactile. 

Just as one does not get a complete picture of a distribution by looking at a measure 
of location, too many percentiles may be needed to describe the spread or 
dispersion of a-distribution. It is felt that there should be some simple measures 
of dispersion. This is the topic of discussion of the next unit. 



Check Your progress' 2 

1) Given-below are the prices in ratios for five commodities with the 
corresponding weights. Calculate the Weighted Arithmetic. Mean and 
Geometric Mean. 

Commodity Price Ratio Weight 

1 2.20 30 

2 1.85 25 

3 1.80 22 

4 2.05 13 

5 1.75 10 

2) The earnings of five nationalised banks, in crores of rupees, is given below. 
217.40 330.50 682.55 1263.59 2249.63 

Find the Geometric Mean of the earnings. 

................................................................................................................... 

3) The distribution of age of males at the time of marriage was as follows : 

Age (years) No. of Males 
18 - 20 5 

20 - 22 18 

22 - 24 2 8 

24 - 26 3 7 

26 - 28 24 

28 - 30 22 

Find at the time of maniage (i) the average age, (ii) modal age, (iii) the median 
age, (iv) third quartile, (v) sixth decile, (vi) nineteenth percentilz. 

Measures of Central 
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4) In a factory, a mechanic takes 15 days to fabricate a machine, the second 
mechanic takes 18 days, the third mechanic takes 30 days and the fourth 
mechanic takes 90 days. Find the average number of days taken by 
the workers to fabricate the machine. Which average would you use, and 
whfl 

5) The amount of interest paid on each of the three different sums of money 
yielding lo%, 12% and 15% simple interest per annum are equal. What 
is the average yield percent on the total sum invested? 

4.5 LET US SUM UP 

In this unit you have learned to compute various measures of central tendency. 
These measures of central tendency can be divided into two broad categories, 
namely mathematical averages and positional averages. Positional averages ike 
mode, median, quartiles, percentiles, etc., while arithmetic mean, geometric mean 
and harmonic mean are mathernatid averages. Geometric Mean is most suitable 
for averaging ratio and proportional rates of growth while Arithmetic mean or 
Harmonic mean can be used to find average rates like price, speed, etc. depending. 
upon the nature of the given condition. 

4.6 KEYWORDS 

Arithmetic Mean : Sum of observed values of a set divided by the number of 
observations in the set is called a mean or an average. 

Frequency Distribution : The arrangement of data in the form of frequency 
distribution that describes the basic pattern which the data assumes in the mass. 

Geometric Mean : It is the mean of n values of a variable computed as the nth 
root of their product. 

Harmonic Mean : It is the inverse of the arithmetic mean of the reciprocals of 
the observations of a set. 

* 



- -  

Median. : In a set of observations, it is the value of the middlemost item when 
they are arranged in order of magnitude. 

Mode : In a set of observations, it is the value which occurs with maximum 
fiequenc y. 
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4.8 ANSWERS OR HINTS TO CHECK YOUR 
PROGRESS EXERCISES 

'&heck Your Progress 1 

Check Your Progress 2 

1) Rs. 1.96 ; Rs. 1.95 

2) Rs. 674.3 1 crores / 

3) (i) 25.83 years (ii) 24.82 years (iii) 24.86 years (iv) 27.30 years 

(v) 25.59 years (vi) 28.79 years 

4) Arithmetic Mean, 38.25 days 

5) Harmonic Mean, 12%. 
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UNIT 5 MEASURES OF DISPERSION 
Structure 

5.0 Objectives 
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5 . 0  OBJECTIVES 

After going through this Unit, you will be able to: 

explain the concept of dispersion; 

compute numerical quantities that measure the dispersion of a set of data; 

explain Chebychev's inequalivy 
compute the coefficient of variation; and 

find a measure for concentration of certain distribution of data. 

5.1 INTRODUCTION 

In Unit 4 we discussed various measures of central tendency, viz., arithmetic mean, 
median, mode, geometric mean and harmonic mean. However, in many situations 
these measures do not represent the distribution of data. For example, look into 
the following three sets of data: 

Set A: 2, 5, 17, 17, 44. 

Set B: 17, 17, 17, 17, 17. 

Set C: 13, 14, 17, 17, 24. 

In all the sets the numerical value of the mean, median and mode are the same, 
that is, 17. Still all three s&s are so different! While in Set B all the observations 
are equal, in Set A they are so dispersed. Definitely we need another measure 
which will account for such dispersion of data. 



In this Unit you will learn to deal with the concepts and techniques involved in 
reaching conclusions (making inferences) about a body of data in regard to their 
distribution over the range of variation of the variable. 

5.2 CONCEPT OF DISPERSION 

The word dispersion is used to denote the degree of heterogeneity in the data. 
It is an important characteristic indicating the extent to which observations vary 
amongst themselves. The dispersion of a given set of observations will be zero 
when all of them-are equal (as in Set B given above). The wider the discrepancy 
from one observation to another, the larger would be the dispersion. (Thus 
dispersion in Set A should be larger than that in Set C.) A measure of dispersion 
is designed to state numerically the extent to which individual observations vary 
on the average. 

There are quite a few measures of dispersion. We discuss them below. 

5.2.1 Range 

Of all measures of dispersions, range is the simplest. It is defined as the dzjEerence 
between the largest and the smallest observations. Thus for the data given at 
Set A the range is 44 - 2 = 42. Similarly, for Set B the range is 17 - 17 = 0 
and for Set C it is 11. Now let us look into some grouped data. For Table 4.2 
data (look back to the previous Unit), the A g e  is Rs. 406.5 - Rs. 262.5 = Rs. 
144. Notice that, for grouped data, largest and'the smallest observations are not 
identifiable. Hence we take the dzference between two extreme boundaries of 
the classes. 

i It is intuitive that, because of central tendency, if one selects a small sample, 
observations are more likely to be around its mode than away fiom it. Less 

4 likely or extreme values will be included in the sample when its size is large. 
This, in other words, implies that range will increase with increase in sample 
size. Also, it is lcnown that in repeated sampling with same sample size, range 
varies considerably making it a less suitable measure for comparisons. 
However, range is a measure which is easy to understand and can be computed 
quickly. 

9.2.2 Inter-quartile Range t 

Range as a measure of dispersion does not reflect a frequency distribution well, 
as it depends on the two extreme values. Even one very large or small observation, 
away from general pattern of other observations in the data set, makes the range 
very large. For example, in Set A, the range is found to be excessively large 
(44 - 2 = 42) because of ?he presence of very large one observation, that is 44. 
To avoid such extreme observations, particularly when there is a strong 
central tendency, inter-quartile range is useful as a measure of dispersion. It is 
defined as 

Inter-quartile Range = Q, - Q, = P,, - P,,. 

Inter-quartile range is the range of the middle most 50% of the observations. If 
the observations are compact around median, i.e., a strong mode close to the median 
,,,:-+- ':-+-, -...-.&:la -.-.-,a ...;I1 Lc. n-rnlla- +Lnr LnlFr.F+La ---a TE+La An+" nrs 
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flat, having no central tendency, this measure will be large, and its value will be 1 

close to half of the range. 

3 

Let us look in to the discrete data given in Table 4.1 of the previous Unit. Here, 
! 

P,, = 4 and P,, = 3. Hence, the inter-quartile range of household size is 4 - 3 4 

= 1. This shows that a strong central tendency exists in the distribution of household 
size since range was observed to be 7 (since 8 - 1 = 7). 

For Table 4.2 data, P,, of the average monthly expenditure on food was seen 
to be Rs. 325.50; P computed similarly works out to be Rs. 377.88 and 
inter-quartile range is Rs. 377.88 - Rs. 325.50 = Rs. 52.38. Compared to 
Rs, 52.38, the range was observed to be Rs. 146.00 or 2.79 times larger. 
This shows not so strong central tendency for average monthly household 
expenditure on food. 

5.2.3 Mean Deviation 
1 
4 

While range depends on the two extreme observations, inter-quartile range depends 
on the two extreme observations among the middle most 50 percent of the 
observations. Thus, one talks only about the percentage of observations between 
minimum, P,, and maximum, P,, . Thus both range and interquartile range do not 
depend upon all the observations in the sample. Hence while computing range or 
inter-quartile range we do not say anything about the distribution of observations 
within the group. 

Among many possibilities to quantify spread or dispersion of observations, one 
possibility is to use thedeviation of observations from some central value. Since 
mean is the most commonly used measure of central tendency, it is often taken 
as the central value with reference to which the deviations are computed. These 
deviations are then suitably combined to get a measure of dispersion. 

M m  deviation treats every single observation with equal weight, in the form of 4 
arithmetic mean of deviations based on each observation. 

For observations X,, X,, ... . . Xn, if one takes deviation as simple difference, then 

for the la observation the deviation is xi - X where F is the mean. Mean of 

these deviations is 

Since simple differences do not lead to any measure, absolute differences are used i 

to define mean deviation.. 
B 

1 "  
Mean Deviation = ; xIxt - t where 

1=1 

the two vertical bars indicate that the sign of the difference within the two bars 

is to be taken as positive. For example, 12 - 41 2 (and not -2). 



1 For fkequency data, discrete or continuous type, the formula becomes 

1 "  
Mean Deviation = ZL Ixi - -1 

11 

where N = C f i  and X.'s are distinct observations and& is the fi-equency o f 4  in 
i = l  

the discrete case and X. is the mid-point of ith class and i  is its frequency for 
the continuous case. The need for such a measure is illustrated below. 

Following summary values have been computed for two data sets. 

Data Set I Data Set I1 

Number of observations 7 7 

'2, 

Median = P,, 

p75 

Range 

Inter-quartile range 10 10 

Mean 12 12 

Thus, based on the above measures only, and not looking at the data sets I and 
II, it would appear that two persons separately may have worked out on the same 
data set. However, the two data sets may have been as given below. 

Data set I : 3 7 8 12 14 17 23 

Data set II : 2 7 11 12 13 17 22 

One may construct much more different looking data sets having identical values 
for the above type of measures. This comparison indicates that more measures 
are needed and mean deviation is one such. This is not to imply that the above 
measures and mean deviation together completely describe a data set. 

For data set I 

Mean deviation = 

P 

For data set I1 

Mean deviation = 

Measures o f  Dispersion 
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Thus, observations in data set I are more dispersed from mean than that of data 
set II. 

Let us now compute mean deviation of household size and household average 
monthly food expenditure. 

For household size data of Table 4.1, mean = = 3.74. Mean deviation is now 
computed as 

1 "  
Mean deviation = - ~ h ( x i  - 

N i=1 

For Table 4.2 distribution on average household expenditure on food, 
mean = X = Rs. 348.66. 

The mean deviation = 

So far we have considered mean deviation from mean. The mean deviation b m  
median or from mode can also be defined in a similar way. 

5.2.4 Variance and $tandard Deviation 

The most frequently used measures of dispersion are variance and standard 
deviation. Variance is so commonly used that it is also called dispersion. 

Variance is a measure which suitably combines individual deviations h m  the mean, 
treating each observation with equal weight as in mean deviation. For variance, 
however, measure of individual deviation is taken as the squared dzflerence@m 
the man.  Since it is more manageable to use the squared difference rather than 
absolute difference, particularly while doing formal mathematics, use of variance 
has become more popular. Conventionally variance for a population is denoted 
by u2 (pronounced sigma-squared) and variance for a sample is denoted by a2. 
Variance is defined as the mean of the squared deviations of observations from 
their mean. Variance from raw data is computed by 

1 " 
variance = u2 = -Zki i-xJ 

n i-I 

For frpquency data, discrete or continuous type, the formula becomes 

In the same scale of measurement, for example, observations with a variance of 
2 are less dispersed than observations with variance more than 2. To talk about 
a distribution in terms of a measure of central tendency and a measure dispersion, 
it is a practical need to use both measures in the same unit. Mean and mean 
deviation are in the same unit. Since each deviation has been squared for 



Based on variance, an equally or more popular measure of dispersion in the same 
unit as that of observations is standard deviation, abbreviated as s.d. Standard 
deviation is defined as the positive square root of variance, i.e., s.d. = a. As 
it is the positive square root of variance, it cannot be negative. 

Let us compute the s.d. for household size data of.Table 4.1 

(1 - 3.74)' + 16 (2 - 3.74)' + . . . + 2 (8 - 3.74)']= 199.24 = 1.9924 and 
100 100 

Similarly for Table 4.2 distribuGon of average monthly household expenditure on 
food, variance in Rs.-square is given by 

and s.d. is 

a = Rs. 30.94. 

For computational convenience, the formula for variance is witten in alternative 
form as 

as the case may be. Thus, variance is viewed as 

Variance = Mean of Squares - Square of the Mean 

Using the above formulae, you may compute the variance for the data given in 
Tables 4.1 and 4.2 and verify the earlier results. , 

The computations of variance may be greatly simplified by changing Xi to 

XI  - A  
U, =- 

h 
, as was done in the computation of mean in Unit 4. 

Note that, since 

- X , - A  X - A  xi-ST -- ui - u  =---- h h h 
, we can write 

Measures of Dispersion 
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Hence, 

where a; is the variance of XI and is the variance of tl values. 

Since the magnitude of u values is smaller, it is easier to compute variance of 
u values. Then the variance of X values can be easily computed by using the above 
fommla. 

Let us compute the variance by applying the above method for the data given in 
Table 4.2. 

A', - 346.5 
If we write ui  = 

24 
, the u values are 

- 3, - 2, - 1, 0, 1, 2 and the respective frequencies are 1, 14, 16, 28, 26, 15. 

- 3 ~ 1 - 2 x 1 4 - 1 ~ 1 6 + 0 ~ 2 8 + 1 ~ 2 6 + 2 ~ 1 5  =o.09 The mean of u values = 
100 

The mean of squares of u values = 

Even though change from Xto tl is for computational ease, it brings up an important 

issue. Notice that a,Z = 1.6619 but a; = 957.25, where u was obtained from X 
by a simple linear transformation, i.e., by change of origin and scale ofxvalues. 
Typical such natural cases are pounds and kilograms for weight, gallons and litres 
for liquid volume, etc. Since 1 kg. = 2.2046 lbs., s.d. of 5 kg. when measured 
in kilograms is same as 11.023 lbs. when measured in pounds; or since 1 litre 
= 0.22 gallon, s.d. of 5 litres when measured in litres is same as s.d. of 1.1 gallons 
when measured in gallons. Thus, whereas variance and standard deviation are 
supposed to measure spread of observations, not much can be made out of these 
measures due to their dependence on the unit of measurement. 

In this context, the single most useful result about the spread of observations based 
on mean and standard deviation, irrespective of unit of measurement, is due to 
Chebychev (discussed below in Section 5.3.1). 

Check Your Progress 1 

1) What is dispersion? What are the common measures of dispersion? 
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2) In a batch of 10 children the marks obtained by a dull boy are 25 marks below 
the average marks of other children. Show that the standard deviation of marks 
for all the children is at least 7.5. If this standard deviation is actually 12.0, 
find the standard deviation when the dull boy is left out. 

3) The following data shows the daily profits (in Rs.) made by a shopkeeper on 
15 successive days. 

116, 87, 91, 81, 98, 102, 97, 100, 105, 101, 115, 98, 102, 98, 93 

Determine the range, the mean deviation about mean and the standard deviation 
for the data. 

4) Compute the arithmetic mean, standard deviation and the mean deviation of 
the following data. 

Scores 4-5 6-7 8-9 10-11 12-13 14-15 Total 
f - 4 10 20 15 8 3 60 

5) The mean and the s.d. of a sample of 100 observations were calculated 
as 40 and 5.1 respectively by a student who by mistake took one 
observation as 50 instead of 40. Calculate the correct s.d. 



5.3 RELATIONSHIP BETWEEN DISPERSION AND 
STANDARD DEVIATION 

You have earlier learnt that when all the values in a set of data are located near 
their mean, they exhibit a small amount of dispersion or variation and those set 
of data in which some values are located far fiom their mean have a large amount 
of dispetsion. A useful rule that illustrates the relationship between dispersion and 
standard deviation is given by Chebychev's theorem. 

5.3.1 Chebychev's Theorem 

For any set of observations and positive constant k ( > I), the proportion of 
observations lying within k standard deviations of the mean is certain to be at 

1 
least I-'- 

k2 ' 

'Note that the theorem is not usefid for any positive k less than or equal to 1, since 
1 

1 - - is at the most equal to zero. For other values of k, the minimum proportion k 2  
can be computed easily. For exhple, proportion of observations within 1.5 s.d. 

1 
of the mean is certain to be at least 1- 3 = 0.556 or 55.6%. The following 

figure indicates spread of data based on Chebychev's theorem. For the household 
size data of Table 4.1, f7 = 3.74 and s = 1.41 15. If we take k = 2, we can say 

that at least [(I- $-)X100] =75% of the households are certain to have their 

size ketween 3.74 * 2 X 1.41 15, i.e., between 0.917 and 6.563. 

at least 94% 

at least 89% + - at least 75% - 
I 

2-4s X-3a X - 2 s  X - s  2 X+S X+2s X+3s X+4s 

Fig. 5.1 

For the TableXLdistribution of average monthly household expenditure on food 
= Rs. 348.66 and s = Rs. 30.94, at least 55.6% (for k = 1.5) of households 

are certain to have monthly average food expenditure between Rs. 302.25 and 
Rs. 395.07. You can find the relevance of this theorem when we study normal 
distribution later in Unit 15. 



j , 5.3.2 Shape of Distribution Measures o f  Dispersion 

For methodological studies in many situations, a distribution is adequately described 
i by measures of central tendency and dispersion. Yet other measures are also in 

use to describe distributions in practical situations, particularly for economic 
variables such as income, consumption, economic assets, etc., which are non- 
negative. Two such measures are coeficient of variation and concentration ratio. 
These measures will be viewed here essentially as measures of inequality in the 
distribution of economic variables. 

! 5.3.3 Coefficient of Variation 

Let us propose to compare economic status of households in two villages. The 
summary figures of monthly calorie intake of households are given below for the 
two villages. 

Villages 
A B 

lVumber of Households (n) 817 561 

Mean calorie intake (z) 2417 2235 

s. d. of calorie intake (o) 418 232 

The problem is to identify the village that has more inequality as far as calorie 
intake is concerned. Village A has higher mean calorie intake but has larger s.d. 
and larger number of households compared to village Q. Village A may actually 
have more number of poorer households than in village B. Therefore, in village 
A, inequality between households may be more than that in village B. One index 
which measures the quantum of such disparity is called the coefficient of variation, 
abbreviated as C.V. It is defined as percentage standard deviation per unit of 
mean, i.e., 

Since a and 2 have the same unit of measurement, C.V. is unit free and is not 
affected by the choice of unit of measurement. 

418 
For village A, C.V. = - 

2417 
x 100 = 17.29 and for village B, 

232 
C.V. = - 

2235 
x 100 = 10.38. 

Since the coefficient of variation in village A is greater than the coefficient of variation 
in village B, the inequalities are greater in village A compared to village B. 

To compare the extent of inequalities, we compute 

17.29 - 10.38 
10.38 

x 100 = 66.57 which implies that compared to village B, 66.57% more 

inequality exists in village A. 

5.3.4 Concentration Ratio 

Above was a comparison of inequality between two villages, without quantifying 
the level of inequality within each village. If a distribution has a long right tail, it 



Summarisation of  
Univariate Data 

shows that a few have a large share. In other words, a majority of population has 
a very small share. Let us consider the distribution of income of a hypothetical 
economy. Suppose there are three classes of people in the economy - the upper 
class, the middle class and the lower class. Let lo%, 30% and 60% be the share 
of population in these three classes respectively. Suppose the lower class receives 
only 20% of the national income, the middle class 30% and the upper class the 
rest, i,e., the remaining 50%. We can now present the data in a percentage 
cumulative frequency distribution form. Thus, the lowest 60% of the population 
receives only 20% of the income, the lowest 90% receive 50% (= 20 +30) of 
the income and obviously, 100% of the population receive 100% of the income. 
If we take a graph paper where the percent cumulative frequency is plotted on 
the horizontal axis and percent cumulative total income is plotted on the vertical 
axis and we plot the point (0, O), (60, 20), (90, 50) and (100, loo), then the 
curve joining these points is what we call the curve of concentration or Lorenz 
curve. The straight line joining the points (0, 0) and (100, 100) give the line of 
equal distribution or the equitable line. The equitable line is that one which 
shows that the proportion of share is exactly the same as the proportion of 
population who are supposed to share. The area between the line of equal 
distribution and the curve of concentration, called the area of concentration is 
an indicator of the degree of concentration; the larger the area the greater is the 
concentration. 

Coefficient of Inequality 

Let us take the coordinates of the above points in per unit terms instead of 
percentqge terms. Thus, the coordinates of the points, in the above example, can 
be written as (0, O), (0.60, 0.201, (0.90, 0.50) and (1 -00, 1.00). The coefficient 
of inequality of income distribution is then defined as the ratio of the area 
of concentration to total area of the triangle. Since the area of the triangle is 0.5 

1 
(since - x 1 x 1 = 0.9, the coefficient of inequality is equial to twice the area of 

2 
concentration when coordinates of various points are taken in per unit rather than 
in percentage. 

0.00 0.25 0.50 0.75 1.00 
Cumulative Persons per Unit 

Fig. 5.2 



Check Your Progress 2 

1) The following figures give the crude birth rate.per 1000 people in Switzerland 
from 1968 to 1980. 

Crude birth rate (9: 17.1, 16.5, 15.8, 15.2, 14.3, 13.6, 12.9, 12.3, 11.7, 
11.5, 11.3, 11.3, 11.6. 

Calculate the Variance, Standard Deviation and Coefficient of Variation. 

2) The following table gives the distribution of age of lady teachers of a school 
as revealed by records. 

Age Group (years) No. of lady teachers 

15 - 19 3 

20 - 24 13 

25 - 29 2 1 

30 - 34 15 

35 - 39 5 

40 - 44 4 

45 - 49 2 

Calculate coefficient of variation, and (ii) number of teachers between the age 
26 and 33 years. 

5.4 LET US SUM UP 

L In this Unit you learned about the measures of dispersion. The most important 
measures of dispersion you learned about in this unit are the variance, standard 
deviation and the concentration ratio. You have also learned to compute variance, 
standard deviation and coefficient of variation using both ungmuped and grouped 
data. The coeficient of variation is used to compare the dispersion of two 
distributions having either different means (even when their variables are measured 
in same units) or different units of measurement of their variables. 

Measurer of Dispersion 
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Coefficient of Variation: It is a relative measure of dispersion which is 
independent of the units of measurement. As opposed to this Standard Deviation 
is an absolute measure of dispersion. 

Mean Deviation: It is the arithmetic mean of absolute deviations (i.e., the 
differences) fiom mean or median or mode. 

Range: It is the difference between the largest and the smallest observations, of 
a given set of data. 

Standard Deviation: It is the positive square root of the variance. 

Variance: It is the arithmetic mean of squares of deviations of observations h m  
their arithmetic mean. 

5.6 SOME USEFUL BOOKS 

Elhance, D. N. and V. Elhance, 1988, Fundamentals of Statistics, Kitab Mahal, 
Alldubad. 

Nagar, A. L. and R. K. Dass, 1983, Basic Statistics, Oxford University Press, 
DeIhi 

Mansfield, E., 199 1, Statistics for Business and Economics: Methods and 
Applications, W.W. Norton and Co. 

Yule, G U. and M. G Kendall, 1991, An Introduction to the Theory of Statistics, 
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- -  - 

5.7 ANSWERS OR HINTS TO CHECK YOUR 
PROGRESS EXERCISES 

Check Your Progress 1 

1) Do it yourself. 

2) 9.9 

3) 35, 6.46, 8.85 

4) 9.23, 2.49, 2.03 

5) 5.0 

Check Your Progress 2 

1) 4.085, 2.021, 15.004% 

2) 23.47%, 25 (rounded figure). 
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6.0 OBJECTIVES 

After going through this Unit, you will be able ta : 

distinguish between a symmetrical and a skewed distribution; 

compute various coefficients to measure the extent of skewness in a 
distribution; 

distinguish between platykurhc, mesokurtic and leptokurtic distributions; and 

compute the coefficient of kurtosis. 

6.1 INTRODUCTION 

In this Unit you will learn various techniques to distingush between various shapes 
of a frequency distribution. This is the final Unit with regard to the summarisation 
of univariate data. This Unit will make you familiar with the concept of skewness 
and kurtosis. The need to study these concepts arises fiom the fact that the 
measures of central tendency and dispersion fail to describe a distribution 
completely. It is possible to have fkquency distributions which differ widely in their 
nature and composition and yet may have same central tendency and dispersion. 
Thus, there is need to supplement the measures of central tendency and dispersion. 
Consequently, in th~s  Unit, we shall discuss two such measures, viz, measures of 
skewness and kurtosis. 

6.2 CONCEPT OF SKEWNESS 

The skewness of a distribution is defined as the lack of symmetry. In a symmetrical 
distribution, the Mean, Median and Mode are equal to each other and the 
ordinate at mean divides the distribution into two equal parts such that one 



S u ~ n ~ n a r i s n t i o n  u f  
Cn ivar ia te  D a t a  

part is mirror image of the other (Fig. 6.1). If some observations, of very 
high (low) magnitude, are added to such a distribution, its right (left) tail gets 
elongated. 

I Symmetrical Distribution 

Fig. 6.1 

, Positively Skewed Distribution I Negatively Skewed Distribution 

Fig. 6.2 

These observations are also known as extreme observations. The presence of 
extreme observations on the right hand side of a distribution makes it positively 
skewed and the three averages, viz., mean, median and mode, will no longer be 
equal. We shall in fact have Mean > Median > Mode when a distribution is 
positively skewed. On the other hand, the presence of extreme observations to 
the left hand side of a distribution make it negatively skewed and the relationship 
between mean, median and mode is: Mean < Median < Mode. In Fig. 6.2 we 
depict the shapes of positively skewed and negatively skewed distributions. 

The direction and extent of skewness can be measured in various ways. We shall 
discuss four measures.@skewness in this Unit. 

6.2.1 Karl ~ e a r h n ' s  Measure of Skewness 

In Fig. 6.2 you noticed that the mean, median and mode are not equal in a skewed 
distribution. The Karl Pearson's measure of skewness is based upon the 
divergence of mean from m o b  in a skewed distribution. 

Since Mean = Mode in a symmetrical distribution, (Mean - Mode) can be taken 
as an absolute measure of skewness. The absolute measure of skewness for a 
distribution depends upon the unit of measurement. For example, if the mean = 
2.45 qetre and mode = 2.14 metre, then absolute measure of skewness will be 
2.45 aetre - 2.14 metre = 0.31 metre. For the same distribution, if we change 
the d t  of measurement to centimetres, the absolute measure of skewness is 245 



centimetre - 2 14 centimetre = 3 1 centimetre. In order to avoid such a problem Measures Skewness and 
Kurtosis 

Karl Pearson takes a relative measure of skewness. 

A relative measure, independent of the units of measurement, is defined as the 
Karl Pearson b Coeficient of Skewness Sk, given by 

Mean - Mode 
S, = 

s. d. 

The sign of Sk gives the direction and its magnitude gives the extent of skewness. 

If Sk > 0, the distribution is positively skewed, and if S, < 0 it is negatively skewed. 

So far we have seen that Sk is strategically dependent upon mode. If mode is not 
defined for a distribution we cannot find Sk . But empirical relation between mean, 
median and mode states that, for a moderately symmetrical distribution, we have 

Mean - Mode = 3 (Mean - Median) 

Hence Karl Pearson's coefficient of skewness is defined in t m s  of median as 

Example 6.1: Compute the Karl Pearson's coefficient of skewness fiom the 
following data: 

Table 6.1 

Table for the computation of mean and s.d. 

Height (in inches) 

58 
59 
60 
61 
62 
63 
64 
65 

Number of Persons 

10 
18 
30 
42 
3 5 
28 
16 

8 

Height (X) 

5 8 

5 9 

60 

61 

62 

63 

64 

65 

Total 

u = X - 61 

- 3 

- 2 

- 1 

0 

1 

2 

3 

4 

No. of persons V )  
10 

18 

30 

42 

35 

28 

16 

8 

187 

fi 
- 30 

-3 6 

- 30 

0 

3 5 

5 6 

48 

32 

75 

fu2 

90 

72 

30 

0 

35 

112 

1 44 

128 

611 
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187 

To find mode, we note that height is a continuous variable. It is assumed that the 
height has been measured under the approximation that a measurement on height 
that is, e.g., greater than 58 but less than 58.5 is taken as 58 inches while a 
measurement greater than or equal to 58.5 but less than 59 is taken as 59 inches. 
Thus the given data can be written as 

Height (in inches) No. of persons 

57.5 - 58.5 

58.5 - 59.5 

59.5 - 60.5 

60.5 - 61.5 

61.5 - 62.5 

62.5 - 63.5 

63.5 - 64.5 

64.5 - 65.5 

By inspection, the modal class is 60.5 - 61.5. Thus, we have 

12 . Mode = 60.5 + 12+7 x 1 = 61.13 

61.4 - 61.13 - 0.153. Hence, the Karl Pearson's coeficient of skewness S k  = - 

Thus the distribution is positively skewed. 

6.2.2 Bowley's Measure of Skewness 

This measure is based on quartiles. For a symmetrical distribution, it is seen that 
Q, and Q3 are equidistant ftom median. Thus (Q3 - Md) - (M, - Q,) can be taken 
as an absolute measure of skewness. 

A relative measure of skewness, known as Bowley's coefficient (SQ), is given 
by 



The Bowley's coefficient for the data on heights given in Table 6.1 is computed Measures of Skewness 
Kurtosis 

below. 

Computation of Q, : 

Height (in inches) 

57.5 - 58.5 

58.5 - 59.5 

59.5 - 60.5 

60.5 - 61.5 

61.5 - 62.5 

62.5 - 63.5 

63.5 - 64.5 

64.5 - 65.5 

N 
Since p = 46.75, the first quartile class is 59.5 - 60.5. Thus 

la, = 59.5, C = 28, fa,= 30 and h = 1. 

No. of persons V) 

10 

18 

3 0 

42 

35 

2 8 

16 

8 

Computation of M, (Q,) : 

Cumulative Frequency 

10- 

2 8 

5 8 

100 

135 

163 

179 

187 

N Since 2 = 93.5, the median class is 60.5 - 61.5. Thus 

Im = 60.5, C =  58, fm = 42 and h = 1. 

Computation of Q, : 

3N 
Since = 140.25, the third quartile class is 62.5 - 63.5. Thus 

la, = 62.5, C = 135, f Q =  28 and h = 1. 

62.688 - 2 x 61.345 + 60.125 = 0.048 . 
Hence, Bowley's coefficient SQ = 62688 - 60.125 

6.2.3 Kelly's Measure of Skewness 

Bowley's measure of skewness is based on the middle 50% of the observations 
because it leaves 25% of the observaticins on each extreme of the distribution. 
As an improvement over Bowley's measure, Kelly has suggested a measure 
based on P,, and, P,, so that only 10% of the observations on each extreme are 
ignored. 
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Kelly's coefficient of skewness, denoted by S, is given by 

Note that P,, = M, (median). 
The value of S,, for the data given in Table 6.1, can be computed as given 
below. 

Computation of P,, : 

- Since - loN - lo ls7 = 18.7. 10th percentile lies in the class 58.5 - 59.5. Thus 
100 100 

Computation of P, : 

- Since W N  - = 168.3, 90th percentile lies in the class 63.5 - 64.5. Thus 
100 100 

lpw = 63.5, C = 163, fpm = 16 and h = 1. 

P, = 63.5 + - 163 x 1 = 63.831. 
16 

Hence, Kelly's coefficient 

It may be noted here that although the coefficient S,, So and S, are not 
comparable, however, in the absence of skewness, each of them will be equal to 
zero. 

Check Your Progress 1 

1) Compute the Karl Pearson's coefficient of skewness from the following 
data : 

Daily Expenditure (Rs.) : 0-20 20-40 40-60 60-80 80-100 

No. of families : 13 25 27 19 16 

.................................................................................................................... 



2) The following figures relate to the size of capital of 285 companies : 

Compute the Bowley's and Kelly's coefficients of skewness and interpret 
the results. 

Capital (in Ks. lacs.) 

No. of companies 

3) The following measures were computed for a frequency distribution : 

Mean = 50, coefficient of Variation = 35% and 

Karl Pearson's Coefficient of Skewness = - 0.25. 

Compute Standard Deviation, Mode and Median of the distribution. 

1-5 610 11-15 1620 21-25 2630 31-35 ibtal 

20 27 29 38 48 53 285 

6.3 MOMENTS 

The rth moment about mean of a distribution, denoted by p,, is given by 

......... P h e  - where r = 0, 1, 2, 3, 4, N i=1 

Thus, rth moment about mean is the mean of the rth power of deviations of 
observations from their arithmetic mean. In particular, 

1 "  
if r = 0, we have PO =-~h(xi  -x)O = I ,  N i=1 

1 "  
if r = 1, we have PI  xi -x)=o, N ,=1 

1 "  
if r = 2, we h a v e ~ l  = - - ~ f ; ( x i  -zy =a2,  N i=l . 

Measures of Skewness and 
Kurtosis 

if r = 3, we have P 3 = L?h (xi - x)' and so on. N i=1 
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In addition to the above, we can define raw moments as moments about any 
arbitrary mean. 

Let A denote an arbitrary mean, then uth moment about A is defined as 

When A = 0, we get various moments about origin. 

Moment Measure of Skewness 

The moment measure of skewness is based on the property that, for a symmetrical 
distribution, all odd ordered central moments are equal to zero. 

We note that p, = 0, for every distribution, therefore, the lowest order moment 
that can provide an absolute measure of skewness 'is p3. 

Further, a coefficient of skewness, independent of the units of measurement, is 
given by 

CI 3 a3=-= 
0 

+& = Y 1 , where p, and y, are defined as the first beta and first 

gamma coefficients respectively. P, is measure of kurtosis as you will come to 
know in the next Section. 

CL; 1 
Very often, the skewness is measured in terms of P 1 = 3, where the sign of 

F12 
i 
I 

skewness is determined by the sign of p,. 

Example 6.2: Compute the Moment coefficient of skewness (P,) from the 
following data. 

Marks Obtained : 0-10 10-20 20-30 30-40 40-50 50-60 60-70 ! 
Frequency : 6 12 22 24 16 12 8 

Table for the computations of mean, s.d. and p,. I 

Since Xfu = 0, the mean of the distribution is 35. 

fu3  

- 162 

- 96 

-22  

0 

16 

96 

216 

48 

X-3 5 
u=- 

10 

- 3 

- 2 

- 1 

0 

1 

2 

3 

f u  

- 18 

- 24 

- 22 

0 

16 

24 

24 

0 

Class 
Intervals 

0 - 10 

10 - 20 

20 - 30 

30 - 40 

40 - 50 

50 - 60 

60 - 70 

Total 

f u 2  

54 

48 

22 

0 

16 

48 

72 

260 

Frequency 
( f )  

6 

12 

22 

24 

16 

12 

8 

100 

Mid- 
values (X)  

5 

15 

25 

35 

45 

55 

65 



The second moment p, is equal to the variance (oZ) and its positive square root 
is equal to standard deviation (a). 

260 p2 =-~100=260, and 
100 

Since the sign of p3 is positive and p, is small, the distribution is slightly positively 
skewed. 

If the mean of a distribution is not a convenient figure like 35, as in the above 
example, the computation of various central moments may become a cumbersome 
task. Alternatively, we can first compute raw moments and then convert them into 
central moments by using the equations obtained below. 

Conversion of Raw Moments. into Central Moments 

We can write 

1 "  
= -Eh[(xi - A ) - p i I r  1 N (Since p i  = G Z h ( X i - ~ ) = z - ~ )  

Expanding the term within brackets by binomial theorem, we get 

From the above, we can write 
, 3  

p r  = - f C I p ~ - l p i  + r ~ 2 p : - 2 p i 2 -  r C 3 p ; - 3 p 1  +""'. 

In particular, taking r = 2, 3, 4, etc., we get 

p 2  = p ; - 2 ~ l p ; 2 + 2 ~ 2 p ; p ~ 2  = p i  - p i 2  (since p ;  = 1) 

3lcasures of Skewness and 
Kurtosis I 
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Example 6.3: Compute the first four moments about mean from the following 
data. 
ClassIntervals : 0 - 1 0  1 0 - 2 0  2 0 - 3 0  3 0 - 4 0  
Frequency V) : 1 3  4  2 

Table for computations of raw moments (Take A = 25). 

X-25 
Class Intervals f Mid-Value u = - 

10 
fu fu2 fu3 fu4 

0 
0  - 10 1 5 - 2 - 2 4 - 8  16 

10 - 20 3 15 - 1 - 3  3  - 3  3  

20 - 30 4  25 0  0  0  0  0  

30 - 40 2 3  5 1 2 2 2 2  

Total 10 -3 -  9 - 9  21 

From the above table, we can write 

- 9 x  lo3 
p i =  I(, = 900 and 

Moments about Mean 

By definition, 

Check Your Progress 2 

1) Calculate the first four moments about mean for the following distribution. 
Also calculate 9, and comment upon the nature of skewness. 

Marks : 0 - 20 20 - 40 40 - 60 60 - 80 80 - 100 ' 

Frequency : 8 28 35 17 12 



2) The first three moment of a distribution about the value 3 of a variable are 
2,10 and 30respectively. Obtain F, p2, p3 and hence P,. Comment upon 
the nature of skewness. 

6.4 CONCEPT AND MEASURE OF KURTOSIS 

Kurtosis is another measure of the shape of a distribution. Whereas skewness 
measures the lack of symmetry of the frequency curve of a distribution, kurtosis 
is a measure of the relative peakedness of its fi-equency curve. Various frequency 
curves can be divided into three categories depending upon the shape of their peak. 
The three shapes are termed as Leptokurtic, Mesokurtic and Platykurhc as shown 
in Fig. 6.3. 

Leptokurtic 

Mesokurtic 

Platykurtic 

Measures of Skewness and 
Kurtosis 

Fig. 6.3 
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A measure of kurtosis is given by P 2 = 2, a coefficient given by Karl Pearson. 
P 2 

The value of p2 = 3 for a mesokurtic curve. When P2 > 3, the curvt: is more 
peaked than the mesokurtic curve and is tenned as leptokurtic. Similarly, when 
p2 < 3 ,  the curve is less peaked than the mesokurtic curve and is called as 
platykurtic curve. 

Example 6.4: The first four central moments of a distribution are 0,2.5,0.7 and 
18.75. Examine the skewness and kurtosis of the distribution. 

To examine skewness, we compute p,. 

Since p3 > 0 and p, is small, the distribution is moderately positively skewed. 

P4 18.75 - 3.0 , Kurtosis is given by the coefficient P 2  = ---i- = - - 
P2 (q2 

Hence the curve is mesokurtic. 

Check Your Progress 3 

1) Compute the first four central moments h m  the following data. Also find the 
two beta coefficients. 

Value 5 10 15 20 25 30 35 

Frequency : 8 15 20 32 23 17 5 

2) The first four moments of a distribution are 1,4, 10 and 46 respectively. 
Compute the moment coefficients of skewness and kurtosis and comment upon 
the nature of the distribution. 



6.5 LET US SUM UP Measures of Skewness and 
Kurtosis 

In this Unit you have learned about the measures of skewness and kurtosis. These 
two concepts are used to get an idea about the shape of the fiequency curve of 
a distribution. Skewness is a measure of the lack of symmetry whereas kurtosis is a 
measure of the relative peakedness of the top of a fiequency curve. 

6.6 KEY WORDS 

Skewness: Departure from symmetry is skewness. 

Moment of Order r: It is defined as the arithmetic mean of the rth power of 
deviations of observations. 

Coefficient of Kurtosis: It is a measure of the relative peakedness of the top 
of a frequency curve. 

6.7 SOME USEPUL BOOKS 
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6.8 ANSWERS OR HINTS TO CHECK YOUR 
PROGRESS EXERCISES 

Check Your Progress 1 

1) 0.237 

2) - 0.12, - 0.243 

3) 17.5, 54.38, 51.46 

Check Your Progress 2 

1) 0,499.64, 2579.57, 5891 11.61, 0.053, skewness is positive. 

2) 5, 6, -14,0.907, since p3 is negative the distribution is negatively skewed. 

Check Your Progress 3 

1) 0,59.99, - 50.18, 8356.64,0.012 (negatively skewed), 2.32 (platykurtic). 

2) 0,3. Thus thedistribution is symmetrical and mesokurtic. Such a distribution 
is also known as a Normal Distribution. 
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8.0 OBJECTIVES 

After going through this unit, you will be in a position to: 

plot scatter diagram; 

measure covariance between two variables; 

compute correlation coefficient; 

compute rank correlation coefficient; and 

determine whether two variables are correlated. 

8.1 INTRODUCTION 

In the previous unit we discussed the methods of presentation of bivariate data 
in the form of frequency distributions. In this unit we deal with the concept of 
correlation. which measures the strength of relationship between two variables. 
When we compute measures of correlation tiom a set of bivariate data, our interest 
focuses on the degree and direction of the association between the variables, 

In statistical studies with several variables, there are generally two types of 
problems. In some problems it is of interest to study how the variables are 
interrelated; such problems are tackled using correlation techniques. For instance, 
an economist may be interested in studying the relationship between the stock 
prices of various companies; for this he may use correlation techniques. 

In other problems there is a variable y of basic interest and the problem is to find 
out what information the other variable provides on Y, such problems are tackled 
using regression techniques. For instance, an economist may be interested in 
studying what factors determine the pay of an employed person and in particular, 
he may be interested in exploring what role the factors such as education, 
experience, market demand, etc. play in determining the pay. In the above situation 
he may use regression techniques to set up a prediction formula for pay based 
od education, experience, etc. 
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While correlation is dealt in the present unit, regression analysis will be covered 
in the next unit. 

8.2 SCATTER DIAGRAM 

We first illustrate how the relationship between two variables is studied. A teacher 
is interested in studying the relationship between the performance in Statistics and 
Economics of a class of 20 students. For this he compiles the scores on these 
subjects of the students in the last semester examination. Some data of this type 
are presented in Table 8.1. 

Table 8.1 
Scores of 20 Students in Statistics and Economics 

A representation of data of this type on a graph is a usefbl device which will help 
us to understand the nature and form of the relationship between the two variables, 
whether there is a discernible relationship or not and if so whether it is linear or 
not. For this let us denote score in Economics by X and the score in Statistics 
by Y and plot the data of Table 8.1 on the x-y plane. It does not matter which 
is called X and which Y for this purpose. Such a plot is called Scatter Plot or 
Scatter Diagram. For data of Table 8.1 the scatter diagram is given in Fig. 8.1. 

Serial Score in 

Number Statistics ~con'omics 

1 82 64 

2 70 40 

3 34 35 

4 80 48 

5 66 54 

6 84 56 

7 74 62 

8 84 66 

9 60 52 

10 8 6 .  82 

I I I I I I I I  ' X 
0 10 20 30 40 50 60 70 80 90 100 

Scores in Economics 

Serial Score in 

Number Statistics Economics 

11 76 58 

12 76 66 

13 92 n 
14 72 46 

15 64 44 

16 86 76 

17 &I 52 

18 60 40 

19 82 60 

20 90 60 

Fig. 8.1: Scatter Diagram of Scores in Statistics and Economics 



An inspection of Table 8.1 and Fig. 8.1 shows that there is apositive'relationship Correlation Analysis 

between x and y. This means that larger values of x are associated with larger 
values of y and smaller valuesof x with smaller values ofy. Further, the points 
seem to lie scattered around both sides of a straight line. Thus it appears that a 
linear relationship exists between x and y. However, this relationship is not per$ect 
in the sense that there are deviations fiom such a rebtionship. It would indeed be 
useful to get a measure of the strength of this linear relationship. 

In the case of a single variable we have learnt the concept of variance, which is 
defined as 

In the above we use a subscript x to specify that a: represents the variance in 

x. In a similar manner we can represent a: as the variance in y, and ax and a, as 

the standard detiation in x and y respectively. 

As you know, variance measures the dispersion h m  mean. In the case of bivariate 
t data we have to reach a single figure which will present the deviation in both the 
I 

variables fiom their respective means. For this purpose we use a concept termed 
covariance, which is defined as follows: 

You may recall that standard deviation is always positive since it is defined as the 
positive square root of variance. In the case of covariahce there are two terms 

(,yi -x) and ( - v) which represent the deviations in x fiom j3 and Y fiom 

F. Moreover, Wi -x) can be positive or negative depending on whether xi is less 

than or greater. than x. Similarly (yi - 8) can be positive or negative. It is not 

necessary that whenever (4 -x) is positive ( y, - 8) will also be positive. 

Therefore, the product (4 -x) (yi - F) can be either positive or negative. A 

positive value for (4 -x) ( y, - F) implies that whenever 4 > X, we have yi> 7. 

Thus a hgher value of X ,  is associated with a relatively higher value in y,.  On 

the other hand, 01, -X) ( y, - y )  < 0 implies that a lower value inxi is associated 

with a relatively high& value in y, . When we sum it over all the obsqations and 
divide by the number of observations, we may obtain a negative or value. 
Therefore, covariance can assume both positive and negative values. 

When covariance'between x and y is negative (a,< 0) we can say that the 

relationshi could be inverse. Similarly, (a, > 0) implies a positive relationship 
between x and y. A major limitation of covariance is that it is not independit of 
h t  of measurement. It means that if we change the unit of measurement of the 

variables we will get a different value for a,. 
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i'he computation of uv as given in (8.2) often involves large numbers. Therefore, 
it is derived further as 

By fiuther simplification we find that 

8.4 CORRELATION COEFFICIENT 

The task before us is to measure the linear relationship between x and y. It is 
desirable to have this measure of strength of hear relationship independent of the 
scale chosen for measuring the variables. For instance, if we are measuring the 
relationship between height and weight, we should get the same measure whether 
height is measured in inches or centimetres and weight in pounds or kilograms. 
Similarly, if a variable is temperature, it should not matter whether it is recorded 
in Celsius or Fahrenheit. This can be achieved by standardising each variable, that 

x-2 Y - F  
is by considering - and - where g and are the means of X and 

0, OY 

Y respectively and ux and uy are standard deviations. 

Let us denote these standardised variables by u and v respectively. Let us also 
use the notation (q, Y,) to denote the score z* student in Economics and Statistics 
respectively, i ranging fro'm 1 to n, the number of students, n being 20 in our 
example. Similarly, let ( u ,  vi) denote the standardised scores of z* student. Then 
recall the following formulae for mean and standard deviation: 

- 2.0 1 ... . 
§cores in Economics 

Fig. 8.2: Scatter Diagram of Standardised Scores in Statistics and Economics 



Fig. 8.2 is the scatter diagram in terms of standardised variables u and v. Let us correlation A~lalysis 

observe that in this example there is a positive association between the two scores. 
The larger one score is, the larger the other score also is; the smaller one score 
IS the smaller the other score is, on the whole. In view of this, most of the points 
are either in thefirst qltudrant or m the third quadrant. The first quadrant 
represents the cases where both scores are above their respective means and third 
quadrant represents the cases where both scores are below their respective means. 
There are only a very few points in second and fourth quadrants, which represent 
the cases where one score is above its mean and the other is below its mean. Thus 
the product of the u, v values is a suitable indicator of the strength of the relationship; 
this product is positive in the first and third quadrants and negative in the second 
and fourth. Thus the product of u, v averaged over all the points may.be considered 
to be suitable measure of the strength of linear relationship between X and Y. Thls 
measure IS called the correlation coeflcient between X and Y and is ueually 
denoted by rlv or simply by r, when it is clear what x and y in the context are. 
This is also called the Peurson S Product-Moment Correlation Coefficient to 
distinguish it from other types of correlation coefficients. 

Thus the formula for r is 

I " 
r =  - ~ u 1 V ,  

n , = I  

If we substitute the variables x and y in (8 .4 )  above 

- ~ ) ( q  - F )  

0 x 0 ,  

In the above expression, the term 

' t ( x l  -z)(q -7) 
n , = I  

is the covariance between x and y ( a x > .  

Thus the formula for correlation coefficient is 

r = OXY 

0, x 0, 
... (8.5)  

Incorporating the formulae for K , 7 , a,, a, it becomes 

... (8.6)  

'or alternatively ' 

n 2 x l T  - 2 ~ ~ 2 ~  
1=1 ... (8 .7 )  

" 

Let us go back to the data given ir? Table 8.1 and work out the value of r. You 
can use any of the formulae ( 8 . 6  (8.5),  (8.6) or (8.7) to get the value of r. Since 
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all the above formulae are derived fiom the same concept we obtain the same 
value for r whichever formulae we use. For the data set in Table 8.1 we have 
calculated it by using (8.4) and (8.7). We construct Table 8.2 for this purpose. 

Table 8.2: Calculation of Correlation Coefficient 
- - - - - - - - - - 

Observation No. X Y X Y2 XY 

1 82 64 6724 40% 5248 

2 70 40 4900 1600 2800 

3 34 35 1156 1225 1190 

4 80 . 4 8  6400 2304 3840 

5 66 54 4356 291 6 3564 

6 84 56 7056 3136 4704 

7 74 62 5476 3844 4588 

8 84 66 7056 4356 5544 

9 60 52 3600 2704 3120 

10 86 82 73% 6724 7052 

11 76 58 5776 3364 4408 

12 76 66 5776 4356 5016 

13 92 R 8464 5184 6624 

14 R 46 5 184 2116 3312 

15 61 44 40% 1936 2816 

16 86 76 73% 5776 6536 

17 84 52 7056 2704 4368 

18 60 40 3600 1600 2400 

19 82 60 6724 3600 4920 

20 90 60 8100 3600 5400 

Total 1502 1133 116292 67141 87450 

From Table 8.2 we note that 

Thus using formula 8.4, we have 



Now let us use the formugla 8.7. We have 

Thus we see that both the formulae provide the same value of the correlation 
coefficient r. You can check yourself that the same value of r is obtained by using 
the formula (8.5). For this purpose you will need vdues on 

C(xi -xYY z(x -yY and z(xi -Z)(K -F) 

Hence you can have five columns on 

(X, - X), (q - 7). (xi - xY, (2: BY and (xi - X)(X - P) in a table and find the 

totals. 

8.5 INTERP~TATION OF CORRELATION 
COEFFICIENT 

It is a mathematical fact that the value of r as defined above lies between -1 and 
+ 1, The extreme values of -1 and + 1 are obtained only in situations where there 
is a perfect linear relationship between X and Y. The value -1 is obtained when 
this relationship is perfectly negative (i.e., inverse) and + 1 when this is perfect 
positive (i.e., direct). The value of 0 is obtained when there is no linear relationship 
between x and y .  

We can make some guess work about the sign and degree of the correlation 
coefficient from the scatter diagram. Fig. 8.3 gives example of scatter diagrams 
for various values of r. Fig. 8.3(a) is a scatter diagram for the case r = 0; here 
there is no linear relationship between x and y. Fig. 8.3(b) is also an example 
of scatter diagram for the case r = 0; here there is discernible relationship between 
X and Y but it is not of the linear type. Here, initially, Y increases with Xbut later 
Y decreases as X increases resulting in a definitive quadratic relationship. But the 
cornlation coefficient in this case is zero. Thus the corrplation coefficient is only 
a measure of linear relationship. This sort of scatter diagram is obtained, if we plot, 
for instance, body weight (Y) of individuals against their age (X). Fig. 8.3(c) is an 
example of a scatter diagram where there is a perfect positive linear relationship 
between X and Y. We get this sort of scatter diagram if we plot, for instance, height 
of individuals in inches (X) against their heights in centimeters (Y); in that case Y 
= 2.54X, which is a deterministic and perfect linear relationship. Figures 8.3(d) 
to 8.3(k) are scatter diagrams for other values of r. From these scatter diagrams 
we get an idea of the nature of relationship and associated values of r.  

From these it would seem that a value of 0.8 1 indicates a fair degree of linear 
relationship between scores in Statistics and Economics of these candidates. Such 
a quantification of relationship or association between variables is helpll for natural 
and social scientists to understand the phenomena they are investigating and explore 
these phenomena further. In an example of this sort, an educational psychologist 
may compute correlation coefficients between scores in various subjects and by 
further statistical analysis of the correlation coefficients and using psychological 
techniques may be able to form a theory as to what mental and other faculties 
are involved in making students good in various disciplines. 



Fig. 8.3: Scatter Plots for Various Values of Correlation Coefficient 

Remember that 

Correlation'coefiicient shows the linear relationship between X and Y. Thus, 
even if there is a strong non-linear relationship between X and Y, correlation 
coeficientmay be low. 

Correlation coefficient is independent of scale and origin. Jf we subtract some 
constant fiom one (or both) of the variables, correlation coefficient will remain 
unchanged. Similarly, if we divide one (or both) of the v&iables by some 
constant, correlation coefficient will not change. 

Correlation coefficient varies between -1 and +l. This means r cannot be 
smaller than -1 and cannot be greater than + l .  

The existence of a linear relationship between two variables is not to be interpreted 
to mean a cause-effect relationship between the two. For instance, if you work 
out the correlatidn between famil; expenditures on petrol and chocolates, you may 
h d  it to be fairly high kdicating a fair degree of linear relationship. However, this 

"' . - .- 



Both are luxury items and richer families can afford them and poorer ones cannot. Correlation Analysis 

Thus the high correlation here is caused by the high correlation of each of the 
variables with family income. To consider another example, suppose for each of 
the last twenty years, you work out the average height of an Indian and the average 
time per week an Indian watches television; you are likely to find a positive 
correlation. This does not, however, imply that watching television increases one's 
height or that taller people tend to watch television longer. Both these variables 
have an increasing trend over time and this is reflected in the high correlation. This 
kind of correlation between two variables i'S caused by the effect of a third variable 
on each of them rather than a direct linear cause-effect relationship between them 
is called spurious correlation. 

Another aspect of the computation of correlation coefficient that we should be aware 
of is that the correlation coefficient like any other quantity computed h m  sample, 
varies fiom sample to sample and these sample fluctuations should be taken into 
account in making use of the computed coefficient. We do not discuss these 
techniques here. 

Whether the presence of a linear relationship between two variables and hence 
a high correlation between them is genuine or spurious, such a situation is helpful 
to predict one variable fiom the other. We examine these prediction techniques 
in Unit 9. 

Check Your Progress 1 

1) Calculate r fiom the following given results : 

2) Calculate the coefficient of correlation for the ages of husband and wife : 
Age of husband : 23 27 28 29 30, 31 33 35 36 39 

Ageofwife : 18 22 23- 24 25 26. 28 29 30 32 

3) Specimens of similarly treated alloy steel containing various percentages of 
nickel are tested for toughness with the following results : 

Toughness (arbitrary units): 

47 50 52 52 54 56 58 59 60 60 62 64 65 66 

Percentage of Nickel : 

2.7 2.7 2.8 2.8 2.9 3.2 3.2 3.3 3.4 3.5 3.6 3.7 3.7 3.8 

Find the correlation coefficient between toughness and nickel content and 
comment on tne result. 
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4) Determine the correlation coefficient between x and y - 
X :  5 7 9 11 13 15 

y : 1.7 2.4 2.8 3.4 3.7 4.4 

......................................... .......................................................................... 

................................................................................................................... 
5) The,following table gives the saving bank deposits in billions of dollars and 

strikes and lock-outs, in thousands, over a number of years. Compute the 
correlation coefficient and comment on the result. 

Saving deposits : 5.1 5.4 5.5 5.9 6.4 6.0 7.2 

Strikesandlock-outs: 3.8 4.4 3.3 3.6 3.3 2.3 1.0 

8.6 RANK CORRELATION COEFFICIENT 

The Pearson's product moment correlation coefficient (or simply, the correlation 
coefficient) described above is suitable if both the variables involved are measurable 
(numerical) and the relationship between the variables is linear. However, there 
are situations where variables are not numerical but various items can be ranked 
according to the characteristics (i.e., ordinal). Sometimes even when the original 
variables are measurable, they are converted into ranks and a measure of 
association is computed. Consider for instance the situation when two examiners 
are asked to judge ten candidates on the basis of an oral examination. In this case, 
it may be N c u l t  to assign scores to candidat&, but the examiners find it reasonably 
easy to rank the candidates in order of merit. Before using the result# it may be 
advisable to find out if rankings are in reasonable concordance. For this, a measure 
of association between the ranks assigned by the two examiners may be computed. 
The Karl Pearson's correlation coefficient is not suitable in this situation. One may 
use the' following measure called Spearman 's Rank Cdrrelation Coeficient for 
this purpose. 



Table 83: Ranks of 10 Candidates by two Examiners Correlation Analysis 

S.No. Rank given by Dzflerence 

Examiner I Examiner II 4 0: 

Let us consider the data of Table 8.3. Here there are some ties; the tied cases 
are given the same rank in such a way that their total is the same as when there 
are no tie. For example, when there are two cases with rank 6, each is given a 
rank of 6.5 and there is no case with rank either 6 or 7. Similarly, if there are 
three cases with rank 5, then each is given a rank of 6 and there is no case with 
rank 5 or 7. Spearman's rank correlation coefficient, called Spearman's Rho, 
denoted by p , is based on the difference Di (i for ih observation) between the 
two rankings. If the two ranlungs completely coincide, then Di is zero for every 
case. The larger the value of D ,  the greater is the difference between the two 
rankings and smaller is the association. Thus the association can be measured by 
considering the magnitudes of Di. Since the sum of Di is always zero, to find a 
single index on the basis of Di values, we should remove the sign of D, and consider 
only the magnitude. In Spearman's p , this is done by taking Dt. 

n 

However, the largeness or smallness of ZD: , where n is the number of cases, 
i=l 

will depend on n. Thus, in order to be able to interpret this value, we could create 
a ratio by dividing this sum by the largest possible value, which depends only on 

n(n2 -1) 6 x X D :  
n, which is 

6 
. However, i=1 is zero for perfect association and 

n(n2 - 1) 

2 for lack of association, i. e., perfect negative association, while we would like 
it to be other way around. So we subtract this ratio from 1. Thus 

is defined as Spearman's rank correlation. 

Let us calculate the value of p from the data given in Table 8.3. 
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Like Karl Pearson's coefficient of correlation the Spearman's rank correlation has' 
a value + 1  for perfect matching of ranks, -1 for perfect mismatching of ranks - 
and 0  for the lack of relation between the ranks. 

There are other measures of association suitable for use when the variablesxre 
of nominal, ordinal and other types. We do not discuss them here. 

Check Your Progress 2 

1) In a contest, two judges ranked eight candidates A, B, C, D, E, F, G and 
H in order of their preferenee, as shown in the following table. Find the rank 
correlation coefficient. 

A B C D E F G H 

First Judge 5 2 8  1  4 6  3 7  
Second Judge 4 5 7  3 2 8  1  6  

.* ................................................................................................................. 
2) Compute the correlation coefficient of the following ranks of a group of 

students in two examinations. What conclusion do you draw fiom the result? 

Roll Nos. 1 2 3 4 5 6 7 8 9 1 0  

RankinB.Com.Exam. 1  5  8  6  7  4 2  3  9  10 

RankinM.ComExarn. 2 1  5  7  6  3 4 8  10 9 

3) Ten competitors in a musical contest were ranked by 3 judges A, B and C 
in the following order : 

RanksbyA:  1 6  5 10 3  2  4 9  7 8  

RanksbyB:  3 5  8  4 7 10 2  1  6  9  

RanksbyC:  6  4 9 8  .1 2 3 1 0 5  7  

Using Rank Correlation method, discuss which pair ofjudges has the nearest 
approach to common liking in music. 



3) Ten students obtained the following marks in Mathematics and Statistics. Correlation Analysis 

Calculate the rank correlation coefficient. 

Student (Roll No.) 1 2 3 4 5 6 7 8 9 1 0  

MarksinMathematics 78 36 98 25 75 82 90 62 65 39 

Marksinstatistics 84 51 91 60 68 62 86 58 53 47 

.8.7 LET US SUM UP 

In tlis unit you have learnt about scatter diagram and covariance. Also you learnt 
about the coefficient of correlation and the coefficient of rank correlation that will 
indicate the closeness of the linear association or correlation between two variables. 
However, correlatio~i does not iinply a cause-effect relationship. 

8.8 KEY WORDS 

Correlation Analysis : Refers to a measure of association between two 
random variables. If two random variables have 
been such that when one gets changed the other 
will do so in a related manner, they are regarded 
to be correlated. Variables which are independent 
are not correlated. The correlation coefficient is a 
number between -1 and + 1. It could be calculated 
h m  a number of pairs of observations which are 
normally referred to as points (X, Y). A coefficient 
of 1 implies perfect positive correlation, -1 perfect 
negative correlation and 0 no correlation. 

Covariance 
4 

: The first product moment of two variables about 
their means is called covariance. The formula for 

1 
the calculation of covariance is - C (xi - BY,& - 8) 

or :(z X.Y - where X and Y are 

corresponding values of each variable and nis the 
number of observations. 

Rank Correlation : There happen to be many occasions when it may 
Coefficient not be convenient, economic or even possible to 

give values to variables. However, various items 
can be ranked. In such cases, a rank correlation 
coefficient may be used. 
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Scatter Diagram : A diagram showing the joint variation of two 
variables X and Y. Each member is represented by 
a point whose coordinates, on ordinary rectangular 
axes, are the values of the'variables. A set of n 
observations thus provides n points on the 
diagram and the scatter or clustering of the points 
exhibits the relationship between X and Y. 

8.9 SOME USEFUL BOOKS 

 agar, A.L. and R.K Das, 1989 : Basic Statistics, Oxford University Press, Delhi. 

Goon, A.M., M.K. Gupta and B.'Dasgupta, 19.87 : Basic Statistics, The World 
Press Pvt. Ltd., Calcutta. 
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9.0 OBJECTIVES 

After going through this unit, you should be able to: 

explain the concept of regression; 

explain the method of least squares; 

identify the limitations of linear regression; 

apply linear regression models to given data; and 

use the regression equation for prediction. 

9.1 INTRODUCTION 

In the previous' Unit we noted that correlation coefficient does not reflect cause 
and effect relationship between two variables. Thus we cannot predict the value 
of one variable for a given value of the other variable. This limitation is removed 
'by regression analysis. In regression analysis, to be discussed in this Unit, the 
relationship between variables are expressed in the fom of a mathematical equation. 
It is assumed that one variable is the cause and the other is the effect. You should 
remember that regression is a statistical tool which helps understand the relationship 
between variables and predicts the unknown values of the dependent variable fmm 
known values of the independent variable. 

9.2 THE CONCEPT OF REGRESSION 

In reg~ession analysis we have two types of variables: i) dependent (or explained) 
variable, and ii) independent (or explanatory) variable. As the name (explained and 
explanatory) suggests the dependent variable is explained!by the independent 
variable. 
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In the simplest case of regression analysis there is one dependent variable and one 
independent variable. Let us assume that consrunption expenditure of a household 
is related to the household income. For example, it can be postulated that as 
household income increases, expenditure also increases. Here consumption 
expenditure is the dependent variable and household income is the independent 
variable. 

Usually we denote the dependent variable as Y and the independent variable as 
X. Suppose we took up a household survey and collected n pairs of observations 
in X and Y. The next step is to find out the nature of relationship between X and 
Y 

The relationship between X and Y can take many forms. The general practice is 
to express the relationship in terms of some mathematical equation. The simplest 
of these equations is the linear equation. This means that the relationship betweeh 
X and Y is in the form of a straight line and is termed linear regression. When 
the equation represents curves (not a straight line) the regression is called non- 
linear or cunilitiear. 

Now the question arises, 'How do we identify the equation form?' There is no 
hard and fast rule as such. The form of the equation depends upon the reasoning 
and assumptions made by us. However, we may plot the X and Y variables on 
a graph paper to prepare a scatter diagram. From the scatter diagram, the location 
of the points on the graph paper helps in identifying the type of equation to be 
fitted.'Ethe points are more or less in a straight line, then linear equation is assumed. 
On the other hand, if the points are not in a straight line and are in the form of 

- a curve, a suitable non-linear equation (which resembles the scatter) is assumed. 
1 
4 

We have to take another decision, that is, the identification of dependent and 
I 

independent variables. This again depends on the logic put forth and purpose of 
,analysis: whether 'Y depends on X' or 'X depends on Y'. Thus there can be two 
regression equations fiom the same set of data. These are i) Y is assumed to be 1 
dependent on X (this is termed 'Y on X' line), and ii) X is assumed to be dependent 
on Y (this is termed 'X on Y' line). 1 
Regression analysis can be extended to cases where one dependent variable is 
explained by a number of independent variablbs Such a case is termed multiple 
regression. In advanced regression models there can be a number of both 
dependent as well as independent variables. 

i 
You may by now be wondering why the term 'regression', which means 'reduce'. 
This n m e  is associated with a phenomenon that was observed in a study on the 
relatioplship between the stature of father (x)  and son (j). It was obs6rved that 
the average stature of sons of the tallest fathers has a tendency to be less than 
the avmge stature of these fathers. On the other hand, the average stature of sons 
of the Ghortest fathers has a tendency to be more than the average stature of these 

1 
fathers. This phenomenon was called regression towards the mean. Although this 
appeared somewhat strange at that time, it was found later that this is due to natural 

i 
variation within subgroups of a group and the same phenomenon occurred in most I 

1 
problems and data sets. The explanation is that many tall men come h m  families 
with average stature due to vagaries of natural variation and they produce sons 
who are shorter than them on the whole. A similar phenomenon takes place at 
the lower end of the scale. 



9.3 LINEAR RELATIONSHIP: TWO VAlUABLE CASE 

The simplest relationship between X and Y could perhaps be a linear deterministic 
function given by 

r. =a+bXi  . . .(9.1) 

In the above equation X is the independent variable or explanatory variable and 
Y is the dependent variable or explained variable. You may recall that the subdpt  
i represents the observation number, i ranges from 1 to n.  Thus Y,  is the first 

observation of the dependent variable, X, is the i3.h observation of the independent 
variable, and so on. 

Equation (9.1) implies that Y is completely determined by X and the parameters 
a and b. Suppose we have parameter values a = 3 and b = 0.75, then our linear 
equation is Y = 3 + 0.75 X. From this equation we can find out the value of 
Y for given values of X. For example, when X = 8, we find that Y = 9. Thus 
if we have different values of X then we obtain corresponding Y values on the 
basis of (9.1). Again, if Xi is the same for two observations, then the value of 

Y,  will also be identical for both the observations. A plot of Y on X will show 
no deviation from the straight line with intercept 'a' and slope 'b'. 

If we look into the detenninistic model given by (9.1) we find that it may not be 
appropriate for describing economic interrelationship between variables. For 
example, let Y = consumption and X = income of households. Suppose you record 
your income and consumption for successive months. For the months when your 
income is the same, do your consumption remain the same? The point we are 
w g  to make is that economic relationship involves certain randomness. 

Therefore, we assume the relationship between Y and X to be stochastic and 
add one error term in (9.1). Thus our stochastic model is 

q. =a+bXi +ei . . .(9.2) 

where e, is the error term. In real life situations ei represents randomness in human 
b~haviour and excluded variables, if any, in the model. Remember that the right 
hand side of (9.2) has two parts, viz., i) deterministic part (that is, a + bx,), and 

ii) stochastic or randomness part (that is, e,). Equation (9.2) implies that even if 

X ,  remains the same for two observations, Y,  need not be the same because 

of different e, . Thus, if we plot (9.2) on a graph paper the observations will not 
remain on a straight line. 

Example 9.1 

The amount of rainfall and agricultural production for ten years are given in Table 
9.1. 
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Table 9.1: Rainfall and Agricultural Production 

Fig. 9.1 : Scatter DIagram 

Rainfall (in mm.) 

60 

62 

65 

71 

73 

75 

81 

85 

88 

90 

We plot the data on a graph paper. The scatter diagram looks something like Fig. 
9.1. We observe h m  Fig. 9.1 that the points do not lie strictly on a straight line. 
But they show an upward rising tendency where a straight line can be fitted. Let 
us draw the regression line along with the scatter plot. 

Agricultural production (in tonne) 

33 

37 

38 

42 

42 

45 

49 

n 
55 

57 . 

Fig. 9.2: Regression Line 



The vertical difference between the regression line and the observations is the error 
e, . The value corresponding to the regression line is called the predicted value 
or the expected value. On the other hand, the actual value of the dependent variable 
corresponding to a particular value of the independent variable is called the observed 
value. Thus 'error' is the difference between predicted value and observed value. 

A question that arises is, 'How do we obtain the regression line? The procedure 
of fitting a straight line to the data is explained below. 

As mentioned earlier, a straight line can be represented by 
Yj =a+bX, 

where b is the slope and a is the intercept on y-axis. The location of a straight 
line depends on the value of a and b, calledparameters. Therefore, the task before 
us is to estimate these parameters fiom the collected data. (You will learn more 
about the concept of estimation in Block 7). In order to obtain the line' of best 
fit to the data we should find estimates of a and b in such a way that the error 

In Fig. 9.1 these differences between observed and predicted values of Y are 
marked with straight lines fiom the observed points, parallel to y-axis, meeting 
the regression line. The lengths of these segments are the errors at the observed 
points. 

Let us denote the n observations as before by (Xi, Y,), i = 1,2, ....., n. In Example 
9.1 on agricultural production and &all, n=10. Let us denote the predicted value 

of I.;. at xi by f (the notation fi is pronounced as ' Y, -cap' or ' Y, -hat'). Thus 

f .  =a+bXi, i = 1, 2, ....., n. 

The error at the r P  point will then be ,. 
e, = q  -& ... (9.3) 

It would be nice if we can determine a and b in such a way that each of the e, , 
i = 1,2, ....., n is zero. But this is impossible unless it so happens that all the n 
points lie on a straight line, which is very unlikely. Thus we have to be content 
with minimising a combination of e, , i = 1,2, . ...., n. What are the options before 
us? 

n 
a It is tempting to think that the total of all the ei, i = 1,2, . . ..., n, that is Cei ' i=l 

is a suitable choice. But it is not. Because, for points above the line ate positive 
and below the line are negative. Thus by having a cbmbination of large positive 

n 

and large negative errors, it is possible for Cei to be very small. 
i=l 

a A second possibility& that if we take a = ij (the arithmetic mean of the 5;s) 

Regression Analysis 

n 

.and b = 0,' Cei could be made zero. In this case, however, we do not need 
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a 

the value of X at all for prediction! The predicted value is the same irrespective 
of the observed value of X. This evidently is wrong. 

n 

What then is wrong with the criterion Ce; ? It takes into account the sign of 
i=l 

e, . What matters is the magnitude of the error and whether the error is on 

the positive side or negative side is really immaterial. Thus, the criterion i lei 1 
i=l 

is a suitable criterion to rninimise. Remember that lei I means the absolute value 

of ei . Thus, if ei = 5 then lei 1 = 5 and also if ei = -5 then lei 1 = 5. However, 
this option poses some computational problems. 

For theoretical and computational reasons, the criterion of least squares is 
preferred to the absolute value criterion. While in the absolute value criterion 
the sign of ei is removed by taking its absolute value, in the least squares 
criterion it is done by squaring it. Remember that the squares of both 5 and 
-5 are 25. This device has been found to be mathematically and 
computationally more attractive. 

We explai~ in detail the least squares method in the following Section. 

9.5 METHOD OF LEAST SQUARES 

In the least squares method we minimise the sum of squares of the error terms, 

that is. t e : .  

From (9.3) we find that e, = Yi - t. 
which implies ei = Yi - (a  + bXi ) = & - a - bXi . 

Hence, i e: = (Y,  - a - bx.1 2 . . .(9.4) 
i=l i=l 

The next question is: How do we obtain the values of a and b to rninimise (9.3)? 

a Those of you who are familiar with the concept of differentiation will remember 
that the value of a function is minimum when the fust derivative of the function 
is zero and second derivative is positive. Here we have to choose the value 

of a and b. Hence, 5 s :  will be minimum when its partial derivatives with 
i=l 

respect to a and b are zero. The partial derivatives of e e !  are obtained as 
1sl 

follows: 

By equating (9.5) and (9.6) to zero and re-arranging the terms we get the 
following Wo equations: 



These two equations, (9.7) and (9.8), are called the normal equations of 
least squares. These are two simultaneous linear equations in two unknowns. 
These can be solved to obtain the values of a and b. 

Those of you who are not familiar with the concept of differentiation can use 
a rule of thumb (We suggest that you shouldlearn the concept of differentiation, 
which is so much usehl in Economics). We can say that the normal equations 
given at (9.7) and (9.8) are derived by multiplying the coefficients of a and 
b to the linear equation &d summing over all observations. Here the linear 
equation is Y, = a + bX, . The first normal equation is simply the linear equation 

Y,. = a + bXi summed over all observations (since the coefficient of a is I). 

The second normal equation is the linear equation multiplied by 4. (since the 
coefficient of b is Xi) 

After obtaining the normal equations we calculate the values of a and b h m  
the set of data we have. 

Example 9.2: Assume that quantity of agricultural production depends on the 
amount of rainfall and fit a linear regression to the data given in Example 9.1. 

In this case dependent variable (Y) is quantity of agricultural production and 
independent variable (X) is amount of rainfall. The regression equation to be fitted 
is Y, =a+bXi +ei 

For the above equation we find out the nonnal equations by the method of least 
squares. These equations are given at (9.7) and (9.8). Next we construct a table 
as follows: 

Table 9.2: Computation of Regression Line 

Regression Analysis 

/ 
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By substituting values fiom Table 9.2 in the normal equations (9.7) and (9.8) we 
get the following: ! 

j 

By solving these two equations we obtain a = -10.73 and b = 0.743. 

So the regression line is = -10.73 + 0.743Xi. 

Notice that the sum of errors ei for the estimated regression equation in zero 

(see the last column of Table 9.2). 

The computation given in Table92 often involves large numbers and poses difficulty. 
Hence we have a short-cut method for calculating the values of a and b h m  the 
normal equations. 

Let us take 

x = x - T and y = Y - where and y are the arithmetic means of X and 

Y respectively. 

Hence x i =  (X - Z)(Y - F) 

By re-arranging terms in the normal equations we find that 

1 * 
You may d h m  Unit 8 that cavarime is given by 0, = - Z ( X i  - BXT - f )  

n i=l 

1 * 1 * l n  2 
= - C x,yi . Moreover, variance of X is given by of = - Z (Xi - XI2 = - C xi 
?I i=1 n i=1 n i=1 

Since these formulae are derived h m  the normal equations we get the same values 
for a and b in this method also. For the data given in Table 9.1 we compute the 
values of a and b by this method. For this purpose we construct Table 9.3. 



Table 9.3: Computation of Regression Line (short-cut method) Regression Analysis 

I 
XI y1 XI YI xi' XI Y ,  

60 33 -15 -12 225 180 

Q 37 -13 -8 169 104 

65 38 -10 -7 100 70 

71 42 4 -3 16 12 

73 42 -2- -3 4 6 

75 45 0 0 0 0 

81 49 6 4 36 24 

85 52 10 7 100 70 

88 55 13 10 169 130 

90 57 15 12 225 1 80 

Total 750 450 0 0 1044 776 

On the basis of Table 9.3 we find that 

Thus the regression line in this method also f. = -10.73 +0.743Xi . . .(9.12) 

Coeficient b in (9.12) is called the regression coefficient. This coefficient reflects 
the amount of increase in Y when there is a unit increase in X. In regression equation 
(9.12) the coefficient b = 0.743 implies that if rainfall increase by 1 mm. agricultural 
production will increase 0.743 thousand tonne. 

Regression coefficient is widely used. It is also an important tool of analysis. For 
example, if Y is aggregate consumption and X is aggregate income, b represents 
marginal propensity to consume (MPC). 

9.6 PREDICTION 

A major interest in studying regression lies in its ability to forecast. In Example 
9.1 in the previous Section we assumed that the quantity of agricultural production 
is dependent on the amount of rainfall. We fitted a linear equation to the observed 
data and got the relationship 

=-10.73 + 0.7434 

Froin this equation we can predict the quantity of agricultural output given the 
amount of rainfall. Thus when rainfall is 60 rnrn. agricultural production is (-1 0.73 
+ 0.74 X 60) = 33.85 thousand tomes. This figure is the predicted value on 
the basis of regression equation. In a similar manner we can find the predicted 
valies of Y for different values of X. 



Summarisation of 
Bivarlate Data 

Compare the predicted value with the observed value. Frorn Table 9.1 where 
observed values are given we find that when rainfall is 60 mm. a g r i c u l ~  production 

is 33 thousand tonnes. In fact, the predicted values for observed values of X 

are given in the fifth column a 'Table 9.2. Thus when rainfall is 60 mm. predicted 
value is 33.85 thousand tonr~es. Thus the error value is -0.85 thousand tonne. 

Now a question arises, 'Which one, between observed and predicted values, 
should we believe?' In other words, what will be the quantity of agriculturr1 
production if there is a rainfall of 60 mrn. in future? On the basis of our regression 
line it is given to be 33.85 tonnes. And we accept this value because it is based 
on the overall data. The e m r  of -0.85 is considered as a random fluctuation which 
may not be repeated. 

The secolh,d question that comes to our mind is, 'Is the prediction valid for any 
value of X?' For example, we find fiom the regression equation that when rainfall 
is zero, agricultural production is -1 0.73 thous.and tonne. But common sense tells 
us that agricultural production cannot be negative! Is there anything wrong with 
our regression equation? In fact, the regression equation here is estimated on the 
basis of rainfall data in the range of 60-90 mm. Thus prediction is be valid in this 
range of X. Our prediction should not be for far off values of X. 

A third, question that arises here is, 'Will the predicted value come true?' This 
depends upon the coeflcient of determination. If the coefficient of determination 
is closer to one, there is greater likelihood that the prediction will be realised. 
However, the predicted value is constrained by elements of randomness involved 
with human behaviour and other unforeseen factors. 

-. 
9.7 RELATIONSHIP BETWEEN REGRESSION AND 

CORRELATION 

In regression analysis the status of the two variables (X, Y) are different such that 
Y is the variable to be predicted an= is the variable, information on which is 
to be used. In the &all-agricultural production problem, it makes sense to predict 
agricultural production on the basis of rainfall and it would not mike sense to try 
and predict rainfall on the basis of agricultural production. However; in the case 
of scores in Economics and Statistics (see Example 8.1 in the previous Unit), either 
one could be X and the other Y. Hence we consider the two prediction problems: 
(i) predicting Economics score (Y) fiom Statistics score (X); and (ii) predicting 
Statistics score (X) from Economics score (Y). 

Thus we can have two regression coefficients h m  a given set of data depending 
upon the choice of dependent and independent variables. These are: 

l 

b) X o n Y  line, Xi =&+f ly  

You may ask, 'What is the need for having two different lines? By rearrangement 

a 1 
of terms of the Y on X line we obtain Xi = -- + - q.  Thus we should have 

b b  

a 1 a = -- and p = . However, the observations are not on a straight line and 
h 



the relation between X and Y is not a mathematical one. You may recall that 
estimates of the parameters are obtained by the method of least squares. Thus 

2 
the regression line = a + b x ,  is obtained by minimising Z (& - a - bX, ) whereas 

the regression line f = a + p): IS obtained by rninirnising Z ( X I  -a - Pq I2  , 

However, there is a relationship between the two regression coefficients h and P . 

OJ7 
We have noted earlier that b = - 2 . By a similar formula by interchanging the roles 

ox 

O ~ Y  
of X and Y we find p = But by definition we notice that o, = o, . 

0:;. 
Thus b x p  = 2 , which is the same as 9. 

0: X 0 ,  

This 9 is called the coeficient of determination. Thus the product of the two 
regression coefficients of Y on X and X on Y is the square of the correlation 
coefficient. This gives a relationship between correlation and regression. Notice, 
however, that the coefficient of determination of either regression is the same, i.e., 
9; this means that although the hvo regression lines are different, their predictive 
powers are the sane. Note that the coefficient of determination ? ranges between 
0 and 1, i.e., the makimum value it can assume is unity and the minimum value 
is zero; it cannot be negative. 

From the previous discussion, two points emerge clearly: 

1) If the points in the scatter lie close to a straight line, then there is a strong 
relationship between X and Y and the correlation coefficient is high. 

2) Jf the points in the scatter diagram lie close to a straight line, then the observed 
values and predicted values of Y by least squares are very close and the 

prediction errors (y. - f .  ) are small. 

Thus, the prediction errors by least squares seem to be related to the correlation 
coefficient. We explain this relationship here. The sum of squares of errors at the 

various points upon using the.least squares linear regression is 5 (K - r . 
i=l 

On the other hand, if we had not used the value of observed X t i  predict Y, then 
the prediction would be a constant, say, a. The best value of a by least squares 

criterion is such an a that minimises (T - a)2 ; the solution to this o is seen to 
i=l 

be F .  Thus the sum of squares of errors of prediction at various points without 

using x is t (& - F)i 
i=l 

The ratio, 5 ():. - 8 1' Z (T - I)' can then be used as an index of how much 
i=l /"  i=l 

has been by the use of X. In fact, this ratio is the coefficient of detemhation 
and same as ,-2 mentioned above. Since both the nunerator and denominator of 
this ratio are non-negative, the ratio is greater than or equal to zero. 

Regression Analysis 



Summarisation of , 

Bivariate Data 
Check Your Progress 1 

1) From the following data find the coefficient of linear correlation between X 
4 Y, Determine also the regression line of Y on X, and then make an estimate 
of the value of Y when X = 12, 

2) Obtain the lines of regression for the following data: 

3) Find the two lines of regression from the following data : 

AgeofHusband(X) 25 22 28 25 35 20 22 40 20 18 

Age of Wife (Y) 18 15 20 17 22 14 16 21 15 14 

Hence es.ri;uate (i) age of husband when the age of wife is 19, (ii) age of wife 
when the age of husband is 30. 

4) From the following data, obtain the two regression equations : 

'Purchases : 71 75 69 97 70 91 39 61 ' 80 47 



17.9 NON-PROBABILITY SAMPLING PROCEDURES Sampling 
Procedure 

i 
There are different types of non-probability sampling such as: 

1) Convenience Sampling 

2) Judgment Sampling 

3) Quotasampling 

4) Snowball Sampling 

We discuss the procedure of drawing a non-probability sampling.below. 

17.9.1 Convenience Sampling 

This is one of the most commonly used methods of non-probability sampling. In 
this method the researcher's convenience forms the basis for selection of the sample. 
Especially for a exploratory research there is a pressing need for data. In such 
situations the selection of sampling units is left to the interviewer. The population 
units are included in the sample simply because they are in the right place at the 
right time. This method is often used during preliminary research efforts to get 
a gross estimate of the results, without incurring the cost or time required to select 
a sample. For example, during the budget session or when the price of a product 
is increased or a new government is formed, convenience samples are used by 
the researchers/joumalists to reflect public opinion. Convenience samples are 
extensively used in marketing research. 

The advantage of convenience sampling is that it is less expensive and less time- 
consuming. The limitations of convenience sampling are: (a) it involves sample 
selection bias, and (b) it does not provide a representative sample of the popul&on 
and therefore we cannot generalise the results. 

17.9.2 Judgment Sampling 

This is another commonly used non-probability samphg procedure. This p d u r e  
is often referred to as purposive sampling. In this procedure the researcher selects 
the sample based on hisher judgment. The researcher believes that the selected 
sample elements are representative of the population. For example, the calculation 
of consumer price index is based on judgment sampling. Here the sample consists 
of a basket of consumer items and other goods and services which are expected 
to reflect a representative sample. The prices of these items a- collected fi-om 
selected cities that are viewed as typical cities with demographic profiles matching 
the national profile. 

The advantage ofjudgment sampling is that it is low cost, convenient and quick. 
The disadvantage is that it does not allow direct generalisations to population. The 
quality of the sample depends upon the judgment of the researcher. 

17.9.3 Quota Sampling 

In this procedure the population is divided into groups based on some characteristics 
such as gender, age, education, religion, income group, etc. A quota of units h m  
each group is determined. The quota may be either proportional or non- 
proportional. The proportional quota sampling is based on the proportion of each 
characteristic in the population so that the proportion in the sample represents the 
population proportion. For example, if you know that there are 80% of the 
households whose income is below say Rs. 100000 per annum and 20% households 



Sampling Theory and have income above Rs. 100000 per annum in a city. You want to take a sample 
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of size 100 households. Then you include 80 households fiom below Rs. 100000 
income and 20 households fiom above Rs. 100000 income. The objective here 
is to meet the proportional quota of sampling from each characteristic in the 
population. 

The non-proportional quota sampling is a bit less restrictive. In this procedure, 
you specifjl the minimum number of sampled units h m  each group. You are not 
concerned with having proportions in the population. For instance, in the above 
example you may simply interview 50 households h m  each income group instead 
of 80% d 2 0 % .  The interviewer is instructed to fill the quota for each group 
based on convenience or judgment. The very purpose of quota sampling is that 
various groups in the population are represented to the extent the investigator 
desires. 

Do not cordbe the quota sampling with stratified sampling that you have learned 
earlier. In stratified sampling you select mdom samples h m  each stratum or group 
whereas in quota sampling the interviewer has a fixed quota. For example, in a 
city there are five market centres. A company wants to assess the demand.for 
its new product and sends 5 investigators to assess the demand by interviewing 
50 prospective customers fiom each market. It is left to the investigator whom 
he/she will interview at each market centre. If the product is targeted to women, 
this way you cannot elicit the information among various groups of women 
customers like housewives or employed women or yowg or old. In this sampling 
you are simply fixing a quota for each investigator. 

The quota sampling has the advantage over others if the sample meets the 
characteristics of the population that you are looking into. In addition, the cost 
and time involved in collecting the data are greatly reduced. However, there are 
many disadvantages as well. In quota sampling, the samples are selected according 
to the convenience of the investigator instead of selecting random samples. 
Therefore, the selected samples may be biased. If there are a large number of 
characteristics on the basis of which the quotas are fixed, then it becomes very 
difficult to fix the quotas/sub-quotas for each group/sub-group. Also the 
invatigatns have the tendency to collect inf~nnation'onl~ hm those who are wiUmg 
to protride information and avoid unwilling respondents. 

17.9.4 Snowball Sampling 

In snowball sampling, we begin by identifying someone who meets the criteria for 
inclusion in ow study. We then ask himher to recommend others who also meets 
the criteria. Although this inethod would hardly lead to representative samples, 
there are times when it may be the best method available. Snowball sampling is 
especially useful when we are trying to reach populations that are inaccessible or 
hard to find. For example, if we are studying the homeless, we are not likely to 
find good lists of homeless people within a specific geugraphical area. However, 
if we go to that area and identifjr one or two, we may find that they know very 
well who the other homeless people in their vicinity are and how we can find them. 

17.10 DETERMINING THE SAMPLE SIZE 

The use of appropriate sampling p d u r e  is necessary for a representative sample. 
However, this condition is not sufficient. In addition to the above, we should 



determine the sam~le  size. The question of how large a sample should be is a 
difficult one. Sample size can be determined by various considerations. The 
following are some of the considerations in determining the sample size: 

a) Sampling error 

b) Number of comparisons to be made 

c) Response rates 

d) Funds available 

a) Sampling Error: In Unit 16 you have learned that smaller samples have 
greater sampling error than large samples. On the other hand, larger samples 
have larger non-sampling errors than smaller samples. The sampling error is 
a number that describes the precision of an estimate of the sample. It is usually 
expressed as a margin of error associated with a statistical level of confidence. 
For example, for a prime minister preferential poll you may say that the 
incumbent is favored by 65% of votes, with a margin of error (precision) of 
plus or minus 5 percentage points at a 95% confidence level. This means 
that if the same surveys were conducted with 100 different samples of voters, 
95 of the surveys would be expected to show the incumbent favoured by 
between 60% and 70% of the voters (65% * 5%). Remember as you 
increase the precision level of y o p  results you need larger sample size. 

b) Number of Comparisons to Make: Sometimes we may be interested in 
/ 

making comparisons of two or more groups (strata) in the sample. For 
example, we may want to make the comparison between male and female 
respondents or between urban and rural respondents. Or we may want to 
compare the results for 4 geographical regions of the country say north, south, 
west and east. Then we need an adequate sample size in each region or 
stratum of the population. Therefore, the heterogeneity of population 
characteristics plays a significant role in deciding the sample size. 

c) Response Rates: In mail surveys, we know that all those questionnaires 
mailed to the respondents may not reach us back after filling the questionnaires. 
As per the experiences on mail survey, the response rate ranges between 1 W  
to 50%. Then, if you are expecting a 20% response rate, for example, you 
will have to mail 5 times the number of sample size required. 

d) Funds Available: The funds available may influence the sample size. If the 
funds available for the study are limited then you may not be able to spend 
more than a certain amount of the total money available with you on collecting 
the data. 

It is even more difficult to decide the sample size, when you use the non-probability 
sampling procedures. This is because there are no definite rules to be followed 
in non-probability sampling procedures. It all depends upon on what you want 
to know, the purpose of inquiry, what will be usefd, what will have credibility and 
what can be done with available time and resources. In purposive sampling, the 
sample should be judged on the basis of purpose. In non-probability sampling 
procedures, the validity, meaningfulness, and insights generated have more to do 
with the information-richess of the sample units selected rather than the sample 
size. 

Sotne Formulae to Determine the Sample Size 

Technical considerations suggest that the required sample size is a function of the 
precision of the estimates you wish to achieve, the variance of the population &d 

S ~ ~ m p l l n g  
Procedure 
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the confidence level you wish to use. If you want more precision and confidence 
level then you may need larger sample size. The more frequently used confidence 
levels are 95% and 99%. And the more frequently used precision levels are 1% 
and 5%. There are different formulae used to determine the sample s i ~  depending 
upon various considerations discussed above. In this section we will discuss three 
of them. 

9 If we wish to report the results as percentages (proportions) of the sample 
responding, we use the following formula: 

Where, ni = sample size of the Pattribute required 

Pi = estimated proportion of the population possessing i* attribute of 
interest (for example, proportion of males, females, urban, rural, 
etc.) 

a = precision required (0.01,0.05 etc.) 

z = standardized value indicating the confidence level (z=1.96 at 95% 
confidence level and z=2.58 at 99% confidence level) 

Ni = population size of the i" attribute (known or estimated) 

Example 17.8: A population consists 80% rural and 20% urban people. Given 
that the population size is 50000, determine the sample size required. Assume 
that the desired precision and confidence levels are 1 % and 99% respectively. 
In this example, 

P, = proportion of rural people = 0.80 

P, = proportion of urban people = 0.20 

N, - rural population size = 50000 x 0.80 = 40000 

N, = urban population size = 50000 x 0.20 = 10000 

a = 0.01 

z = 2.58 (at 99% confidence level) 

The required sample size is 

n, = rural sample = 
4(1-4)  

- -+ a' 4 ( i - 4 )  



n ,  = urban sample = 
$(I-$) 

a' e ( 1 - 4 )  -+ 
z2  N2 ' 

- - 0.16 
0.000035 

= 4568.4 or say 4568 

Therefore we need to have a sample of size 841 1 + 4568 = 12979 units. 

iii If we wish to report the results as means (averages) of the sample responding, 
we use the following formula: 

Where, n, = sample size of the ih attribute required 

PI = estimated standard deviation of the i h  attribute of interest (for 
example, average income ofhigh income group, low income group etc.) 

a = precision required (0.01 or 0.05 as the case may be) 

z = standardized value indicating the confidence level ( ~ 1 . 9 6  at 95% 
confidence level and z=2.58 at 99% confidence level) 

N = population size of the ih attribute (known or estimated) 

Example 17.9: It is planned to conduct a study to know the average income of 
households. Given that the s h d a r d  deviation of households is 2.5 and the 
population size is 10000, determine the sample size required. Assume that the 
desired precision and confidence levels are 5% and 95% respectively. 

In this example, 

P, = standard deviation of income = 2.5 
N ,  = number of households = 10000 

Sampling 
Procedure 



Sampling Theory and 
Survey Techniques 

a = 0.05 
z = 1.96 (at 95% confidence level) 

The required sample size is 

$1 If we wish to report the results in a variety of ways or we have the difficulty 
in estimating the proportion or standard deviation of the attribute of interest, 
we use the following formula: 

Where, n = sample size required 
a = precision required (0.01 or 0.05 as the case may be) 
z = standardized value indicating the confidence level (z=1.96 at 95% 

confidence level and z=2.58 at 99% confidence level) 
N = population size (known 01; estimated) 

Example 17.10: Given that the population size is 10000, determine the sample 
size required when desired precision and confidence levels are 5% and 99% 
respectively. 

In this example, 
N = 10000 
a = 0.05 
z = 2.58 (at 99% confidence level) 

The required sample size is 



Check Your Progress 2 

1) Say whether the following statements are true or false. 

a) When the units included in the sample are based on judgrnent of the 
investigator, the sampling is said to be random. 

b) With increasing sample size the sampling error decreases. 

c) Convenience sampling has the disadvantage that it may not be 
representative sample. 

I 2) One of the major disadvantage ofjudgment sampling is 
I 

a) The procedure is very cumbersome 

b) The sample selection depends on the individual judgment of the investigator 

c) It gives small sample size 

d) It is very expensive. 

17.11 LET US SUM UP 

The most commonly used probability sampling procedure is the simple random 
sampling which allows a chance to all population units to be included in the sample. 
The sample units are chosen using random number tables. A systematic random 
sample uses the first sample unit at random as a starting point and the subsequent 
sample units are chosen systematically. A stratified sample guarantees inclusion 
of units from each stratum. A cluster sample involves complete enumeration of 
one or more randomly selected clusters. 

The non-probability sampling procedures include convenience sampling, judgment 
sampling, quota sampling and snowball samphg. These sampling procedures are 
not independent &om sampling bias but still popular in some situations particularly 
marketing research. 

A number of factors decide the sample size. It may be the number of groups in 
the population, the heterogeneity of population, h d s  and time available, etc. 

Using a sample saves a lot of money, time and manpower. If a suitable sampling 
procedure is used in selecting units, appropriate sample size is selected and 
necessary precautions are taken to reduce sampling errors, then a sample SkQuld 
yleld a valid and reliable information about the population. 

17.12 KEY WORDS 

Cluster Sampling : It is a sampling procedure where the entire 
population is divided into groups called clusters 
and then a random number of clusters are 
selected. All observations in the selected clusters 
are included in the sampling. 

Convenience Sampling : It refers to the method of obtaining a sample that 
is most conveniently available to the researcher. 

Judgment Sampling : In this sampling procedure the selection of 
sample is based on the researcher's judgrneqt 
about some appropriate characteristic required 
of the sample units. 

Sampl ing  
Procedure 
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Multistage Sampling : The sample selection is done in a num ~ e r  of 
stages. 

Quota Sampling 

Random Sampling 

In this sampling procedure the samples are 
selected on the basis of some parameters such 
as age, gender, geographical region, education, 
income, religion, etc. 

Random sampling is a sampling technique where 
we select sample from a popuiation. Here, each 
unit of the population has a'chance of being 
included in the sample. 

Simple Random Sampling : It is the basic sampling procedure when we 
select samples using lottery method or using 
random number tables. 

Snowball Sampling : Snowball sampling relies on referrals from initial 
sampling units to generate additional sampling 
units. 

Stratified Sampling : In this sampling procedure the population is 
divided into groups called strata and then the. 
samples are selected from e&h stratum using a 
random sampling method. 

Systematic Sampling : A sampling procedure in which units are selected 
from the population at uniform interval that is 
measured in time, order or space. 
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PROGRESS EXERCISES 

Check Your Progress 1 Check Your Progress 2 

1) ,d 1) a) False 

2) C b) Tme 

3) a) False c) Tme 

b) True 2 )  6) 
4) c) 



UNIT 10 INDEX NUMBERS 

Structure 

10.0 Objectives 
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10.2 Steps in Construction of Index Numbers 
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Consumer Price Index Number (CPI) 
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, 10.9 Keywords 

10.10 Some Useful Books 

10.1 1 Answers or Hints to Check Your Progress Exercises 

10.0 OBJECTIVES 

After going through this Unit, you will be able to : 

define index numbers; and 

construct and calculate them. 

10.1 INTRODUCTION 

An "index" in the common sense of the word is an "indicatof' and no more than 
that. "Index numbers" or "indices" are forms of the plural, but they all mean the 
same thing. 

An mdex number represents the general level of magnitude of the changes between 
two (or more) periods of time or places, in a number of variables taken as a whole. 
In this definition, the word ''variable" refers to numerical variables which can be 
measured in quantity, such as the prices of commodities. For example, we may 
like to&ompare the price level of an article between 1980 and 1990 or between 
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Mumbai and Kolkata. Let us consider the yield of rice in 1985 and in 1990 as 
50,000 and 60,000 tons respectively. The year 1985 is taken as base;for 
camparison of yields, that is 1985 = 100. The corresponding figure for 1990 will 

60,000 
100 = 120.~his is a s~nglecommodity index number in its simplest form, 

being just a relative number. In practice, however, we deal usually with a number 
of commodities for the construction of an index-. 

Index numbers are ratios that are usually expressed as percentage in order to avoid 
awkward decimals. Thus if one commodity costs 45 paise in 1970 and Rs. 1.50 
in 1974 the ratio would be 

If instead of this we express the ratio into a percentage 

we say that the index is 333, based on 1970, which is 100. 

10.2 STEPS IN CONSTRUCTION OF INDEX 
NUMBERS 

Many government and private agencies are engaged in computation of index 
numbers or indices as they are often requhd for the purpose of forecasting business 
and economic conditions, providing general information, etc 

It is not always the case that the comparison should be over time, but most common 
types of index numbers measure changes over time. Similarly, index numbers may 
be constructed for studying changes in any variable, such as intelligence, aptitude, 
efficiency, production, etc.,but the time series of prices is perhaps most frequently 
used. Our subsequent discussion on index numbers will therefore be made with 
special reference to prices of commodities. The principles of construction are, 
however, quite general in nature, and may thus be applied to other areas of interest. 

There are various uses of price index numbers. The wholesale price index number 
indicates the price changes talung place in wholesale markets. On the other hand, 
the consumer price index number or the cost of living index number tells us 
about the changes in the prices faced by an individual consumer. Its major 
application is in the calculation of dearness allowance so that real wage does not 
decrease; or in comparing the cost of living in, say, different regions. It is also used 
to measure changes in purchasing power of money. The reciprocal of a general 
price index is known aspurchasingpower of money with reference to the base 
period. For example, if the price index number goes up to 150, it means that the 
same amount of money will be able to purchase 10011 50 = 0 67 times or 6796 
of the volume of goods being purchased In the base period. 

10.2.1 Selection of Base Period 

Sincc index numbers measure relative changes, they are expressed with one 
selc:tt.xl sitaatiotl ( r  p 2 ~ o d .  place ztc ) as 100 This is called the base or the 
I , .  I +  i i  , . "~c,:~eu t.ui~bers For example. a date 1s first chosen 
and all ~h:ui,cs drc I;: :~surcd 5nn; li, Th2 base may be one ,lay such as with lndcx 
of retail prices. the avcrage of n year or the average of a period 



While selecting a base period the following aspects should be taken into 
consideration: 

1) The base date must be "normal" in the sense that the data chosen are not 
atlisted by any irregular or abnormal situations such as natural calamities, war, 
etc. It is desirable to restrict comparisons to stable periods for achieving 
accuracy. 

2) It should not be too back-dated as the patterns of trade, imports or consumer 
preferences may than* considerably if the time-span is too long. A ten to 
twenty year interval is likely to be suitable for one base date, and after that 
the index becomes more and more outdated. Greater accuracy is attained for 
moderate short-run indices than for those covering greater span of time. 

3) For indices dealing with economic data, the base period should have some 
economic significance. 

10.2.2 Choice of a Suitable Average 

An index number is basically the result of averaging a series of data (e.g., price- 
relatives of several commodities). There are, however, several ways of averaging 
a series: mean (i.e., arithmetic mean), mode, median, geometric mean and harmonic 
mean. 

The question naturally arises as to which avaage to chose. The mode has the merit 
of simplicity, but may be indehte. The median suffers h m  the same limitations. 
Moreover, neither of them takes into account the size of the items at each end 
of a distribution. The harmonic mean has very little practical application to index 
numbers. As a result, mode, median and harmonic mean are not generally used 
in the calculation of index numbers. Thus, the arithmetic mean is most commonly 
used. However, the geometric mean is sometimes used despite its slight difficulty 
in calculation. 

10.2.3 Selection of Items and their Numbers 

The number and kinds of commodities to be included in the construction of an 
index number depend on the particular problem to be dealt with, economy and 
ease of calculations. Various practical considerations determine the number and 
kinds of items to be taken into account. For a wholesale price index, the number 
of commodities should be as large as possible. On the other hand, for an index 
meant to serve as a predictor of price movement rather than an indicator of changes 
over time, a much smaller nurnber of items may be adequate. Care should, however, 
be taken to ensure that items chosen are not too few which make the index 
unrepresentative of the general level. A fixed set of commodities need not also 
be used for a very long period as some items lose their importance with the passage 
of time and some new items gain in significance. In general, the commodities should 
be sensitive and representative of the various elements m the pnce system. 

10.2.4 Collection of Data 

Index Numbers 

As prices often vary from market to market, they should be collected at regular 
intervals fiom various representative markets. It is desirable to select shops which 
are visited by a cross section of customers. The reliability of the index depends 
greatly on the accuracy of the quotations given for each constituent item. 
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Varioys methods of construction of index numbers are as follows: 

1) Relative methods 

I a) Simple average of relatives 
b) Weighted. average of relatives 

2) kggregative methods 

a) Simple aggregative fonnula 

b) Weighted aggregative formula 

1) Laspeyres'index 

ni Paasche's index 

iii) Edgeworth-Marshell's index 

iv) Fisher's ldeal index. 

10.5.1 Relative Methods 

If we record prices of a variety of commodities at a given date and at a later date 
record the prices of similar items, the change in price can be simply expressed 
as a percentage of the new compared with the old for each commodity. This 
provides us with price relatives and if weights are available the next step will be 
to multiply the relatives by the weights. Finally, an index number can be produced 
if we add together the weighted relatives and calculate an average. 

It is unrealistic to assume that the consumption of each commodity has been equal. 
So most indices take account of the proportions of each item actually used. This 
method of weighting shows the relative importance of each in the series. 

Given k commodities with base year prices of 
Pq,, Po2,...*.Pot 

and cunent prices of 
PHI, Pn29'."'Pnk 

Pni 
the price relative for the ith commodity will be w h e r e  i = 1'2, ....., k and poi 
the subscript 0 refers to the base year and subsciipt n refers to the current year. 

a) Simple average of relatives 

The arithmetic mean of the price relative is given by 

("k) index = 100 C 
i=1 k 

For simplicity we can omit the subscript 'i' and write 



b) Weighted average of relatives 

The most suitable weights to use are the value of each item, Gvhich is denoted by 
w, for the i-th commodity. One may use the value of base year quantities sold 
at the base year prices (w,, =p,q,,) or current year quantities sold at current prices 
(wl,  = pl,q,,) or any other value as weights. The weights can also be a set of 
constant factors derived rationally. 

A weighted arithmetic mean of price relatives using base year values as weights 
is given by 

C P " X W ~  

index = x l 0 0  .....( 10.2) 
C wo 

omitting suffix i for simplicity. It may be noted that base year weighting preserves 
continuity, but loses "up-to-dateness" in the course of time. 

Example 10.1: The table below presents the average fares per railway journey. 
Using 1948 average = 100, calculations are made according to base year weights. 

Class of No. of Fare (Rs.) Weights Prlce 
ticket passenger relative 

journeys in 
1948 in 
millions 1948 1969 

(9) @I w, = P,9, P==p/ Rw" 
p)xlOO 

Full fare 23 12 60 276 500 138000 

Excursions 25 .. 6 30 150 - 500 75000 

Festival 20 4 15 80 375 30000 

Season tickets 32 5 14 . 160 280 44800 

Total 666 287800 

Applying formula ( 1  0.2), we get 

index for 1969 = - 287800 - - 432.13. 
666 

Using current year values (wn =p,q,) as weights, the index is given by 

C P - x w ,  
P o  > - 

index = x 100 C zo,, 
...... (10.3) 

Example 10.2: The table below shows the average fares per railway journey. 
Using 1948 average = 100, calculations are made according to current year 
weights. 

~ n d e x  Numbers 
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Class of No. of Fare (Rs.) Weights Price 
ticket ' passenger relative 

journeys in 
1948 in 
millions 1948 1969 

(4.) @.) (P,) w,, = P,4, P--(Pp./ l?wn 
P, )X  100 

Full fare 25 12 60 1500 500 7.50000 

Expursions a6 6 30 780 500 390000 

Festival 9 4 15 135 375 50630 

Season tickets 27 5 14 378 280 105800 

Applying formula (10.3), we get 

1296430 index = - = 464.17 
2793 

10.3.2 Aggregative Methods 

In this method, the aggregate (sum-total) of the prices of all commodities in the 
current or given year is expressed as a percentage of the same in the base year. 
Thus, in the case of simple aggregative index, we have: 

aggregate prices in the current year 
Index number = x 100 

aggregate prices in the base year 

pn, + pn2 + .......... 
- - 

pol + po2 +. + pnk x loo 
......... +PO& , 

- -- xLOO=- =I% x loo 
C poi C PO 

where the summation C extends over all selected commodities numbering k. 
( i 1 1 )  

On the other hand, in the case of weighted aggregative index we have, 

pnlql + pn2q2 + .......... + Pnkqk ,100 
General index = polql + po2q2 + .......... + POk4k 

=pnq x 100 or simply =- C P O ~  

.. 
The weights used should be actual quantities bought or sold, and these are kept 
unchanged until such time as the index requires to be revised. 

There are mmy formulae for weighted aggregative index, but depending on the 
w e  of weights used, we discuss four indices which are commonly used. 



a) Laspeyres' index 

If we use base period quantities (9,) as the weights in the general weighted 
aggregative index formuIa (10.5), we get what is known as Laspeyre's 
formula (L). 

It can be seen that this index has fixed base year quantity as weights (qJ and is 
equivaIent to a arithmetic mean of price relatives given at formula (10.2). Thus, 
we can also write (10.6) as 

b) Paasche's index 

If we use current year quantities (9,) as weights in the general aggregative index 
formuIa (1 0.5), we get what is known as Paasche's fonnula (P). 

where qn (actually q,,, q,, .... q,) are the quantities bought or sold in the current 
period. 

c) Fisher's Ideal Index 

An index number obtained as geometric mean (i.e., square mt of the product) 
of indices obtained by Laspeyres' and Paasche's formulae, satisfies certain 
important properties (to be discussed la&), is known as f sher's ideal fohnula 

d) Edgeworth-Marshall Index 

If the mean of the base period and the current period quantities is used as weight, 
1-e., 

1 
w = ?(go + q1 1, we get what is known as a compromise formula of Edgeworh- 

Marshall index. 

lrdex Numbers 
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Table 10.1: 
Illustrative calculations of Laspeyres', Paasche's, 

Edgeworth-Marshall's and Fisher's indices 

Base Year Current Year 
(1 970) (1980) 

Item Price Quantity Price Quantity 

@J (40) Q'J (43 Po40 Pn40 P04n Pn4, 

Total . 1102 1154 766 850 

1154 
1) Laspeyres' price index = a x  100 = - xl00=104.72=105 

C P ~ B O  1102 

Lpn4n 850 
2) Paasche's price index = xlOO=-x100=110.97=111 

P04n 766 

xpnq0 + x ~ n q n  X I O O  3) Edgeworth-Marshall's index = , - 

4) Fisher's ideal index 
= ,/E 2:::; x 100 

Note that for the same price change different formulae provide different values. 
 oreo over, when prices are increasing, Laspeyres' index gives the lowest value 
while Paasche's index gives the highest value. Therefore, it is often said that 
Laspeyres' index is an under-estimate while Paasche's index is an over-estimate 
of true price change. 

103.3 Quantity or volume Index Numbers 

We can get a quantity or vglume index number, which measures and permits 
comparison of quantities of g W ,  h m  corresponding price index number formulae 
simply by replacing p by q and q by p. 

4, 
1) Quantity relative = -X O0 

40 

2) Arithmetic Mean (A.M.) of quantity of relatives = 100 "' 1 k 
[ g o  1 

3) Weighted A.M. of quantity relative index: 



a) Base year weights: ' ( q n / q O ) X W O X ~ ~  (wherewo=poqJ C wo 

C(qn /qo)Xwn 
b) Current year weights: C wn 

l OO (where w = pnqn) 

'9 4) Simple aggregative quantity index = x 100 
C 40 

=qnP, xl00 5) Laspeyres' quantity index = - 
C 906 

ZqnP. xl00 6) Paasche's quantity index = - 
C 404 

7) Fisher's ideal index = 

Zqn(po + P.) xlOO 
8) Edgeworth-Marshall's index = 

C~O(PO + Pn) 

Check Your Progress 1 

1) What do index numbers seek to measure? 

................................................................................................................... 
2) Discuss the various problems involved in construction of index numbers with 

particular reference to price indices. 

................................................................................................................... 
3) The following are the prices of six different commodities for 1983 and 1984. 

Compute the price index by (a) aggregative method, (b) average of price 
relatives method by using arithmetic mean. 

Commodities Price in 1983 (Rs.) Price in 1984 (Rs.) 

A 40 5 0 
B 50 60 
C 20 30 
D 50 70 
E 80 80 
F 100 110 

Index Numbers 
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4) Calculate Fisher's Ideal Index Number h m  the following group of items. 

Base Year Current Year 
Item No. Price Quantity Price Quantity 

(in Rs.) (in kg) (in Rs.) (in kg) 

................................................................................................................... 

5) Calculate Laspeyres' and Paasche's Index Numbers h m  the following data: 

Base Year Current Year 
Item Quantity Price Quantity Price 

per pound per pound 

Bread 6.0 40 paise 7.0 30 paise 
Meat 4.0 45 paise 5.0 50 paise 
Tea 0.5 90 paise 1.5 40 paise 

10.4 MERITS OF THE VARIOUS AGGREGATIVE 
MEASURES 

The ldifferent index numbers serve different purposes and, therefore, the 
appropriateness of a particular index number depends on the purpose at hand. 

The Laspeym' index calculation is simpler, since this uses the base period quantities 
as weights which are not difficult to get and the denominator needs calculating only 
once. But in this index a rise in prices tends to be overstated, since it does not 
take into account corresponding falls in demand or changes in output. Indices such 
as Paasche's, on the other hand, use current period quantities as weights which 
are difficult to get and the weights need to be constructed afresh for every year. 
Moreover, Paasche's index tends to understate the rise in prices because it uses 
cunmt weights. 



The Laspeyres' index is probably more commonly used, since it is convenient to 
employ fixed weights. But with the passage of time the weights are rendered out 
of date. For example, in 1970 the number of TVs in Calcutta was nil. In 1990, 
there are more TVs than refrigerators. The Paasche' s index uses the preferable 

I 
current weights, but since up-to-date information on quantity of goods produced 
or consumed or marketed or distributed are not r d l y  obtained, the Laspeyres' , 

I 

i index has a great advantage. 

11 10.5 TESTS FOR INDEX NUMBERS 

A perfect index number, which measures the change in the level of a phenomenon 
fiom one period to another, should satisfy certain tests. There are three major tests 
of index numbers: (I) Time reversal test, (2) Factor reversal test, and (3) Circular 
test. 

10.5.1 The Time Reversal Test 

According to this test, if we reverse the time subscripts (such as 0 and n) of a 
price (or quantity) index the result should be the reciprocal of the original index. 

Symbolically, 
Ion X In, = 1 

where Ion = index number for period n with the base period 0 
In, = index number for period 0 with the base period n. 

1f frob 1975 to 1982 the price changes from Rs. 4 to Rs. 16, the price in 1982 
is 400 percent of the price in 1975, and the price in 1975 is 25 percent of the 
price in 1982. The product of the two price relatives is 4 x 0.25 = 1. The test 
is based on the analogy that the principle, which holds good far a single commodity, 
should also be true for the index number as a whole. 

There are five methods which do satis@ the time reversal test. These are: 

1) Simple geometric mean of price relatives 

2) Aggregative indices with fixed weights 
3) Edgeworth-Marshall formula 

I 

4) Weighted geometric mean of price relatives if fixed weights are used 
5) Fisher's ideal index 

Fisher's ideal index F = 

If time subscripts are reversed, 

I 
Since F x F' = 1, the test is satisfied. 

I 

I 
10.5.2 The Factor Reversal Test 

With the usual notations, a "value index" formula is given by 

Index Numbers 
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Now, for example, Laspeyres' index for prices and quantities r i ~  given respectively 
by 

The factor reversal test desires that %.Iq = Iv 

But for Laspeyres' index I 1 

On the other hand, Fisher's ideal index satisfies this test, as shown below. I 

C P , ~ ~  C Q ~ P O  Zqnpn x-X- X- 
Cpoqn C Q O P O  Zqopn 

To understand this principle firher, we take the following example. 

If the price and quantity per unit of an item changed in 1990, as compared to 
1970, from Rs. 16 to Rs. 32 and h m  100 units to 200 units respectively, then 
the price and quantity in 1990 would both be 200% or 2.00 times the price and 
quantity in 1970. The values (product of price and quantity) would be Rs. 1600 
in 1970 and Rs. 6400 in 1990, so that the value ratio is 640011600 = 4.00. Thus, 
we verify that 2.00 ' 2.00 = 4.00, that is, the product of price ratio and quantity 
ratio is equal to the value ratio,. 

Only the Fisher's ideal index satisfies this test. 

Example 10.3: We show with the following data that the Fisher's ideal index 
satisfies the factor reversal test: 



Price (Rs.) No. of units 

Item 1983 1989 1983 1989 pogo pnqo Po% pnqn 

@d, @,I (qJ GI,,) 
I 6 10 50 56 300 500 336 560 

11 2 2 100 120 200 200 240 240 

III 4 6 60 60 240 360 240 360 

IV 10 12 30 24 300 360 240 288 

V 8 12 40 36 320 480 288 432 

Total 1360 1900 1344 1880 

Price Ratio: $ = 

Quantity Ratio: Ip = 

C p n q n  ' 1880 
Value Ratio: IY = --- -- - 

C p o q 0  1360 

- 
1880 - -  
1360 

= I, which shows that the test is satisfied. 

10.5.3 Chain Index Number and Circular Test 

Two types of base periods are used for the construction of index numbers, namely, 
(a) fixed base, (b) chain base. Most commonly used indices use fixed base method. 
This method cannot take into account any changes in price or quantity in any other 
year. it fails to include new commodities gaining importance at a later date or 
exclude commo&ties losing significance in course of time. These problems can be 
overcome by chain index numbers. 

Using a suitable index number formula (say, Laspeyres' index), link indices, defined 
as follows, are first calculated: Link index = Index number with previous period 
as base. The chain index is obtained by multiplying link indices progressively. Thus, 
the chain index number Ion for period n Gith base period 0 is given by 

............................................ 
I, =I , ,  x I , , x  ..... X I ,  , . X I .  .. 

Index Numbers 
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Example 10.4: The calculation of chain index numbers is illustrated with reference 
to the following data: 

Year Link index Chain index (Base 1970 = 100)- 

1972 I,, = 120 

Thus, the chain index numbers for the years 197 1 to 1973 with 1970 as the base 
are 80, 96 and 72 respectiv.ely. 

Circular Test: The circular test is an extension of time reversal test over a number 
of years. It states that the chain index for the year 1973, calculated above, starting 
fiom the base year 1970 will be same as the index number directly calculated with 
fixed base period of 1970. In symbols, 

1 
I,, X I,, X..... X , ) n  x In, = 1. (Notice that Ion = - ) 

L o  
Considering an aggregate index with fixed weights 

we can illustrate the test as follows: 

With base period 0, we can trace the above formula from 1 to 3 years: 

X P , ~  Z P Z ~  Zp39 X P O ~  
X-x- x- = 1 

Z P O ~  Z P I ~  Zp2q XP& 

The formulae satisfjring the requirements of circular test are: 

1) Simple aggregative index 

2) Simple geometric mean of relatives 

3) Weighted aggregative index (such as Laspeyres' index with constant weights) 

4) Weighted geometric mean of relatives with constant weights. 

Fisher's ideal index does not satisfy this test. It has been proved that no index 
satisfies both the factor reversal and the circular tests. 

Check Your Progress 2 

1) Compute the chain index number with 1980 prices as base fiom the following 
table giving the average wholesale prices of commodities A, B and C for years 
1980 - 84 

Commodity Average whole sale Price (in Rs.) 
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2) Construct Fisher's Ideal Index number fiom the following data and show that 
it satisfies Factor and Time Reversal Tests. 

Base Year Current Year 

Commodities Price Expenditure Price Expenditure 
per unit (Rs*) per unit (Rs*) 

A 2 40 5 75 
B 4 16 8 40 
C 1 10 2 24 
D 5 2 5 10 60 

10.6 COST OF LIVING INDEX NUMBER (CLI) OR 
CONSUMER PRICE INDEX NUMBER (CPI) 

This is an index of changes in the prices of goods and services commonly consumed 
by a homogeneous group of people, such as families of industrial workers. The 
major items of consumption that are considered for the construction of CLI are: 

1) Food 

2) Fuel and Light 

3) Clothing 

4) House rent 

5) Miscellaneous 

The common method for obtaining the consumption basket is to conduct a family 
living survey among the population group for which the index is to be constructed. 
Prices of selected items are also collected from various retail markets used by 
consumers in question. It may be noted that each of the above broad groups 
contains several sub groups. Thus, 'food' includes cereals, pulses, oils, meat, fish, 
egg, spices, vegetables, fruits, non-alcoholic beverages, etc. 'Miscellaneous' 
includes such items as medical care, education, transport, recreation, gifts and many 
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others. When more than one price quotation is collected for a single commodity, 
a simple average is taken. Index number is constructed for each of the five groups 
using weigkieu average of the price group; the weights used are proportional to 
the expsn&ture on the consumed item by an average family. Next, the overall index 
(CLI) is computed as an weighted average of group indices, the weights being 
again the proportional expenditure on differ& groups (e.g. 50 per cent on food). 

Using Laspeyres' formula 

Cost of living Index: 1 = 
C w  

P O ~ O  
where = - C poqo 

, is the weight of a group index. 

The CLI or consumer price index (CPI) numbers have significant practical 
implications and extensive public use. Its use as a wage regulator is the most 
important. The dearness allowance of the employees are primarily determined by 
this index. When wages or incomes are divided by corresponding CLI, the effect 
of rise or fall of prices is eliminated. This is known as the process of deflation, 
which is used to find 'real wages' or 'real income'. As mentioned earlier the 
reciprocal of CLI measures the purchasing power of money. 

Example 10.5: Construction of an Index for food 

Item Prices Weights 

p n  Po p = (Pn x p0) w Pw 
x 100 

Rice 50 40 125.0 30 3750.0 

Wheat 45 3 0 150.0 20 3000.0 

Pulses 60 40 150.0 10 1500.0 

sugar 40 20 200.0 5 1000.0 

Oil 75 60 125.0 15 1875.0 

Potato 60 5 0 120.0 15 1800.0 

Fish 200 150 133.3 5 666.5 

Total 100 13591.5 

Index (food) = X W X ( P .  - +PO) xloo 

Example 10.6: Construction of a Final Cost of Living Index Number. 



Item Weight Index Wt, X Index 
(Percentage 

- Expenditure) 

Food 45 130 5850 

Clothing 15 140 2100 

Housing 20 170 3400 

Fuel 5 110 550 

Misc. 15 125 1875 

Total 100 13775 

Check Your Progress 3 

1) Calculate a number which will indicate the percentage change in volume of 
traffic from October 1979 to October 1980, when account is taken of the 
relative values of the different types of traffic. 

Type of Tons ('000) Receipts 
traffic (Rs.'000) 

Oct. 1979 Oct. 1980 Oct. 1979 

Merchandise 1246 1206 776 

M i n d s  1125 98 1 252 

Fuel 4794 4229 562 

2) Compute Paasche's price index number for 1980 with 1975 as basc from 
the following data: 

Commodity Unit Price (Rs.) per unit Quantities sold 

Index Numbers 
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3) From the following data, compute Laspeyres' price index number for 1980 
with 1978 as base: 

Item Price (Rs.) 

1978 1980 

Total Value (Rs.) 

1978 

4) Calculate Marshall-Edgeworth index number f?om the following data: 

Commodity 1970 1977 

Price Quantity Price - Quantity 

Rice 9.3 100 4.5 90 

Wheat 6.4 11 3.7 10 

Jowar 5.1 5 2.7 3 

10.7 WORKED OUT EXAMPLES 
-. 

In this section, we shall provide worked out examples so as to further farniliarise 
you with the topic. 

Example 10.7: Construction of Price Index 

Item Unit Price per unit (Rs.) 

1970 @J 1980 (p,) @,, + po) X 100 - 
Rice quintal 100.00 220.00 220 

Wheat kg. 1.50 2.40 160 

Fish kn. 15.00 28.00 187 



-Bread lb. 0.60 1.35 225 

Milk lik 2.50 4.00 160 

Index Numbers 

Total 

a) Aggregative method 

Index number for 1980 (base 1970 = 100) 

~vera~gk  price per unit in 1980 
xlOO 

Average price per unit in 1970 

b) Method of price relative 

Index number for 1980 (base 1970 = 100) 

Example 10.8: Calculate price index numbers fiom the following information, using 
(a) weighted aggregative formula, and (b) weighted arithmetic mean of price 
relatives: 

Item Unit Price (Rs.) per unit 

Base Year Current Year .Weight 

A quintal 8 5 115 19 

B Kg. 15 15 2 5 

C dozen 45 6 1 40 

Calculation for Index numbers 

Item p, P, w Pow PnW I = bn + pol Iw 
x 100 

Total 125 5247 7608 17804.5 
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c P,w 7608 
a) Weighted aggregative index = xlOO=- xl00 = 145.0 c POW 5247 

b) Weighted arithmetic mean of price relatives 

- --= Ciw 17804.5 = 142.4 
C w  125 

Example 10.9: Given below are the data on prices of some consumer goods and 
the weights attached to the various commodities. Calculate price index numbers 
for the year 1971 (base 1970 = 1 OO), using (a) simple average, and (b) weighted 
average of price relatives. 

Price (Rs.) 

Commodities Unit 1970 1971 Weights 

Wheat Kg. 0.50 0.75 2 

Milk Litre 0.60 0.75 5 

Q3 Dozen 2.00 2.40 4 , 

Sugar Kg. 1.80 2.10 8 

Shoes Pair 8.00 10.00 1 

Calculations for price relative index. 

- 
Commodities Unit PO P, I = @ , + P ~  w Zw 

x 100 - 
Wheat Kg. 0.50 0.75 150 2 300 

Milk Litre 0.60 0.75 125 5 62 5 

% Dozen 2.00 2.40 120 4 480 
Sugar Kg. 1.80 2.10 117 8 936 1 
Shoes . Pair 8.00 10.00 . 125 1 125 ( 

- 
Total - - - 637 20 2466 

7 

Z ( P / ) ~ ~ O O  637 
a) Simple average of price relative index = 

Po - - - = 127.4 
k 5 

CIw 2466 
- 123.3 b) Weighted average of price relative index = - = - - c w  20 

Example 10.10: On the basis of the following data, calculate the wholesale price 
index-ber for the five groups combined. 

Group Weight Index no. for week ending 
27.9.69 

( ~ a s e :  .1952-53 = 100) 

Food . 50 24.1 

Liquor and tobacco 2 

Fuel, power, light and lubricants 3 



Industrial raw materials 16 256 

Manufactured commodities 29 179 - 

2 Iw 
We compute: General index = - 2 w  

where I = Group index, and w = Group weight 

Group Weight (w) Group Index (0 Iw 

Food 5 0 24 1 12050 

Liquor and tobacco 2 22 1 442 

Fuel, power, light and lubricants 3 204 612 

I~ldustrial raw materials 16 256 4096 

Manufactured commodities 29 179 5191 

Total , 100 22391 

22391 - 223.91 Index number of wholesale prices = - - 
100 

Example 10.1 1 : Annual production (in million tons) of four commodities are given 
below: 

Commodity Production Weight 

Calculate quantity index numbers for the 2 years 1954 and 1955 with 1950 as 
base year, using (a) simple arithmetic mean, and (b) weighted arithmetic mean of 
the relatives. 

Quantity relatives for 1954 with base year 1950(= 100) 

42 
Commodity B: - x 100 = 175 

24 

Index Numbers 
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68 
Commodity C: - x 100 = 136 

5 0 

Commodity Quantity relatives (l) Weight Iw 
( w ) 

1954 1955 1954 1954 

D 140 130.0 17 2380 2210 

' Total 584 588.5 80 12003 12303 

a) Simple arithmetic mean of quantity relatives 

(where k = number of commodities) 

5 84 
Indkx number for 1954 = - = 146 

4 

588.5 
Index number for 1955 = - = 147 

4 

X lw 
, b) Weighted arithmetic mean of quantity relatives - C w  

12002 
- 150 Index number for 1954 = - - 

8 0 

= 12303 
Index number for 1955 = = 154 

80 

Example 10.12: From the following price (p) and quantity (y) data, compute 
Fisher's ideal index number. 

-- ---- 
Commodity 1970 (Base Year) 1978 (Current Year) - 

Price Quantity Price Quantity 



Calculations for Fisher's ideal index: 

Total 378 470 384 476 

470 
xpnqO x 100 = -x 100 = 124.34 = 124 Laspeyres' price index = - 
~ P ~ B O  378 

476 
Epn4n xlOO=-xlOO= 123.96=124 Paasche's price index = - 
E poqn 384 . 

Fisher's ideal index = Jz = 6024x124) = 124. 

10.8 LET US SUM UP 

In this Unit you have been introduced to the concepts and methods involved in 
the construction of Index Numbers. You have been shown how to use the 
Laspeyres', Paasche's and Fisher's formulae for calculating price as well as quantity 
indices. You also know now how to measure changes in consumer price or cost 
of living. 

10.9 KEY WORDS 

Base Year : Preferably a normil year, in terms of variable concerned, base 
year index is invariably taken as 100. Current year index is 
expressed as a percentage of base year index. 

Chain Index : Current year's index is expressed as a percentage of previous 
year's index. 

Index Number : A pure number, expressed as a percentage to base year value. 
Index Number measures the relative changes over time in the 
variable concerned (price, quantity sales or say, exports) of 
a group of commodities. This is a special type of weighted 
average of prices (or any other attribute) of the commodities 
or items included. 

Price Relative : In the construction of a an index number price relative for a 
commodity is the ratio of the current year price to base year 
price of that commod~ty. 

Quantity Index 
Number : The variable considered is the quantity of commodities. 

10.10 SOME USEFUL BOOKS 
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10.11 ANSWERS AND HINTS TO CHECK YOUR 
PROGRESS EXERCISES 

Check Your Progress 1 

1) and (2): Do it yourself. 

3) Simple Aggregative Index Nurnber = 1 17.14 

Average of Price Relative Method =122.9 

4) 84.2 

5) Laspeyres' Index Number = 86.02 

Paas@e's Index Number = 81.25 

Check Your Progress 2 

1) ,108.33, 135.41, 160.23,165.56 

2) Do it yourself. 

Check Your Progress 3 

1) We find quantity for Oct. 1980 with Oct. 1979 as base. The required index 
may be obtained as the weighted arithmetic mean of quantity relatives, using 
the receipts in 1979 as weights. 

Type of 40 4, Weight Quantity (4) x (5) 
T d c  (w) Relative 

(4, ' 4 3  X 100 

(1 (2) (3) (4) (5) (6) 

Merchandise 1246 1206 776 97 75272 

M i n d s  1125 98 1 252 8 7 2 1924 

Fuel 4794 4229 562 8 8 49456 

Total - - 1590 * - 146652 

C(qn 1 go) x 100 x w 146652 
Quantity index = - - = 92 

C w  1590 

2) Calculation for Paasche's price index 

C 35 40 5 0 70 2450 2800 

Total 10730 12500 

12500 Zp.9, xlOO=- Paasche's price index = - xl00=116 z PO% 10730 

3) We are given the base price @), current price bn) and value in the base year 
(pogo). To find base year quantity (go), we can use the relation 



I 
Using po, p,, and go, we can find Laspeyres' index as 

Calculation for Laspeyres' price index 

Item PO P. Pogo = Pogo . Pi p.40 

A 12.50 14.00 112.50 9 126.00 

B 10.50 12.00 126.00 4 2 144.00 

C 15.00 14.00 105 .OO 7 98.00 

D 9.40 1 1.20 47.00 5 56.00 

Total - 390.50 - 424.00 

C ~ n 4 0  42.00 Laspeyres' price index = - xlOO=- x 100 = 109. 
Po90 390.0 

4) Marshall-Edgeworth index = ~ P . ( Y O  + g n )  xloo 
Cpo(90 + 9 , )  

Let us take 1970 as base and 1977 as current year. 

Rice 9.3 100 4.5 90 930.0 837.0 450;O- 405.0 

Wheat . 6.4 1 1  3.7 10 70.4 64.0 40.7 37.0 

Jowar 5.1 5 2.7 3 25.5 15.3 13.5 8.1 

Total 1025.9 916.3 504.2 450.1 

Required index = 
504.2 + 450.1 

xl00=49.1. 
1025.9 + 916.3 

Index Numbers 



UNIT 11 DETERMINISTIC TIME SERIES 
AND FORECASTING 

Structure 

1 1.0 Objectives 

1 1.1 Introduction 

11.2 Problems and Objects of Study of Time Series Data 

1 1.2.1 Components of Time Series 

1 1.2.2 Construction of Time Series. An Example 

1 1.3 Measurement of Trend 

1 1.3.1 Moving Average Method 

11.3.2 Suitabihty of Mov~ng Averages 

1 1.3.3 Examples of Moving Averages 

1 1.4 Method of Fitting Polynomials 

1 1.4.1 Suitability of Least Squares Method 

1 1.4.2 Examples of Least Squares Method 

11.5 Monthly or Quarterly Trend Values from Annual Data 

1 1.6 ~easurement of Seasonal Variations 

1 1.6.1 Method of Simple Average 

11.6.2 Ratio to Trend Method 

11.6.3 Ratio to Moving Average Method 

11.7 Let Us Sum Up 

1 1.8 Key Words 

1 1.9 Some Useful Books 

1 1.10 Answers or Hints to Check Your Progress Exercises 

1,l.O OBJECTIVES 

After going through this Unit, you will be able to: 

construct a trend line for time series data; 

compute moving averages; and 

*I  calculate various measures of seasonal variations. 

1 .  INTRODUCTION 

A time series is a set of observations on a variable measured at successive points 
of time. Usually the variable values are recorded ova equal time intervals - yearly, 
quarterly, monthly, etc. Generally the term 'time series' refers to economic data, 
but it equally applies to data collected in other fields also. The time 
series of National Income, Agricultural Income, Agricultural Production are based 
on annual observations. Othe&exarnples of time series are yeld of a crop in different 
years, population of a country over diffaent points of time, sales of a departmental 
store during different seasons of the year, quarterly exports of tea, etc. For these 
types of data one of the variables is time, denoted by t ,  and the other which js 



dependent on time (such as yield, population, sale or export) is represented by Deterministic Time 
Series and Forecasting 

y,. We shall analyse some of these series with the help of the methodology to be 
developed in this Unit. 

11.2 PROBLEMS AND OaTECTS OF STUDY OF TIME 
SERIES DATA 

A study of time series data reveals that in general the observed values of the 
. dependent variable O/,) change over time. These changes are due to interaction 

of several forces such as increase in population, change in production techniques, 
change of tastes and habits of people, variations in climate, etc. Part of these 
changes are long term while others may be seasonal or cyclical. One of the main 
objectives of study of time series data is to isolate and measure the effects of various 
components. This analysis helps us in understanding the past behaviour and 
predicting the future. Such prediction is of utmost importance to an economist or 
a producer who can plan his production much ahead of sales. 

11.2.1 Components of Time Series 

A graphical representation of time series data reveals changes over time. (In rather /' 

exceptional cases the series exhibits no change during the period of observation.) 
However, these changes are not totally haphazard or random and at least a part 
of it can be explained. Some of the movements are periodic in nature while some 
others show persistent growth or decline. Along with these some unpredictable 
movements, random in nature, are also found to be mixed up. Again, not every 
series shows all the movements. It is assumed that the general series has four 
important components. 

i) Secular or long-tern trend (T) 

ii) Seasonal variation (S) 

iiii Cyclical fluctuation (C) 

iv) Irregular or random movement (I) 

In the classical approach, it is assumed that the observed value y, may be 
represented either as the product of the above components 

i.e., y, = T x S x C X I (multiplicative model) 

or as the sum of components 

y, = T + S + C + I (additive model) 

Although the additive model facilitates easier calculation, the multiplicative model 
has been most widely used in analysis of time series. . 

a) Secular Trend 

By secular trend we mean the smooth, regular, long-term changes in the series when 
observed over a period of time. Some series may exhibit an upward trend, some 
series a downward trend while some others may remain more or less constant over 
time. The upward trend of a series may be caused by factors such as increase 
in population and improvement in techniques of production. For example, the 
pattern of growth of many industries follows closely that of population growth of 
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the country. Again the advances in technology may give rise to upward movement 
of most of the economic time series. But not all time series will exhibit growth. 
Some may show decline while some others may show fluctuations. The tirne series 
of crude death rates of a country is likely to show a declining trend. 

b) Seasonal Variations 

The graphs of most of the time series reveal that a large number of fluctuations 
are imposed on the trend. By seasonal variation we mean the periodic movement 
in a tirne series where the period is not longer than one year. A periodic movement 
is that which repeats at regular intervals or periods of time. For example, the sales 
of cold drinks increase during summer and decrease during winter, sales of 
garments are maximum during some seasons of the year, say during May or 
festivals, the number of passengers carried by buses has a peak during office horn, 
the number of books borrowed from a library has a peak during some days of 
the week, etc. The factors which contribute to this type of fluctuations are the 
climatic changes of different seasons, customs and habits which people follow at 
different times. 

c) Cyclical Fluctuations 

By cyclical fluctuations we mean oscillatory movements of a time series, where 
the period of oscillation, called the cycle, is more than a year. It includes those 
factors leading to alternating periods of expansion and contraction that characterise 
most economic and business series. Sometimes these fluctuations ae highly irregular 
with respect to their shape, amplitude and direction. But the phenomena they reflect 
- the periods of depression, recovery, boom and collapse - have been observed 
in virtually all time series dealing with business and economic data. 

d) Irregular Movement 

The irregular movement includes component all factors not classifiable elsewhere. 
Thus factors such as work stoppage, elections, wars, fire may affect a particular 
time series. This category of movement includes all types of variations not 
accounted for by secular trend, seasonal or cyclical fluctuations. Unfortunately, 
factos of these kinds are fi-equently indistinguishable h m  cyclical factors and as 
such in some discussions cyclical and hegdar coriiponents are combined together. 

11.2.2 Construction of Time Series : An Example 

As an illustration we prepare a time series according to the multiplicative model. 
Table 1 1.1 presents trend, seasonal and cyclical-irregular components of a 
hypothetical series. 

Table 11.1 : Hypothetical Time Series and its Components (Quarterly) 
- 

Components 

Year Quarter Series 'kend Seasonal Cyclical- 
Irregular 

(vS (T)  (100s) (10')CI). 
1 I 79 80 120 82 

II 5 8 85 80 85 
m 84 90 92 ' 102 
IV 107 95 108 105 



3 I 216 120 120 150 
II 132 125 80 132 

LII 150 130 92 125 
IV 163 135 108 112 

4 I 176 140 120 105 
11 112 145 80 97 
In 128 150 92 93 
IV 142 155 108 85 

5 I 134 160 120 70 
II 86 165 80 65 
III 94 170 92 60 
IV 104 175 108 55 .J 

In Table 1 1.1 the series is represented by a multiplicative model, such that 
y , = T x S x C x I .  

.- 120 82 
Thus the observation 79 (of I quarter oifs t  year) = 80 x 1 0 0 ~ ~ .  

80 97 
Similarly, 1 12 (of I1 quarter of 4th year) = 145 X - X - 

100 100 

Thus, each quarterly figure b,,) is the product of the secular trend 0, the seasonal 
index Q, cyclical and the i r r e w  component (C.. Such a synthetic composition 
looks very much like an actual time series and has encouraged use of the model 
as the basis for the analysis of time series data. 

- I 11.3 MEASUREMENT OF TREND 

At times we are interested to know the trend movement in a time series. In such 
circumstances, we have to eliminate the effects of other components (seasonal, 

. cyclical and irregular) fiom the series. 

i 
Two important methods of measuring trend are the Moving Average Method and 

I 
the Method of Fitting Polynomials. In moving average method, secular trend is 
obtaihed by srnoothmg out fluctuations by the process of averaging. In the latter, 

I a polynomial of suitable degree is chosen either for the original variables or for 

I its transformed variable and its constants are determined by the method of least 
squares. The choice of the degree of the polynomial can be made by plotting the 

I data on a graph paper where different scales, arithmetic, semi-logarithmic or 

I double-logarithmic scales may be used. Measurement of trend is necessary for 

I 
studying the behaviour of t h ~  time series and for forecasting the future. 

1 11.3.1 Moving Average Method 

' This is a simple method of smoothing out fluctuations of a series by calculating 
a number of averages covering overlapping periods of the series. The first step 
consists in selecting proper period of the moving average. If the period chosen 
is 3 years, the moving averages are obtained by calculating a series of mean values 
of three consecutive values covering overlapping periods of the series. Denoting 
the original series by y,, y,, y,, ....., the mean of the first three values, given by 
(y, + y, + y3)/3, is placed at the midpoint of the period covering first three years. . 
Tlus is-the fist  moving average value. The second moving averwe value is obtained 

Deterministic Time 
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by calculating the mean of the values covering the period fiom second to fourth 
year. This is given by 01, + y3 + y4)/3 and is placed at the mid-point of the period 
covering second to fourth year. This process is repeated. It is clear that some of 
the values for the years at the beginning as well as at the end cannot be obtained 
by this method. 

Two cases may be distinguished, viz., when the period of moving average is odd 
and when it is even. If the period is odd (for example, if the period is three years), 
the first moving average is placed at the second year, the second moving average 
is placed at the third year and so on. If, however, the period is even (for example 
four years), the moving average value fall between two consecutive years and 
'centering7 is necessary for getting trend values for various years. 

As an illustration, let us consider a schematic representation for the calculation of 
cent& 4-year moving averages. Here we will present two methods - the direct 
method (Table 1 1.2), as well as the short-cut method (Table 1 1.3). - 

"') 

bablc 11.2 : Calculation of centered 4-year moving averages (Direct Method) 

1 y, - - 

2 y2 - - 

Y, + Y2 + Y3+ Y4 = Tl TI 1 4 

3 Y3 (T, + T2)/4 (T, + T2)/8 
Y2 + Y j  + Y4 + Y5 = T2 T2 ' 4 

Y4 (T2 + T3)/4 (T2 + T3)/8 
I Y3 + Y4 + YZ + Ya = T3 T3 1 4 

Y5 (T3 + T4)/4 (T, + T4)/8 
Y4 + Ys + Y,j + Y7 = T4 T4 / 4 

6 lY, - - 

7 Y ,  - - 

Year 

In the above illustration, the period of moving averages is 4 years. Both in the 
direct kind in the short-cut method col. 3 shows 4-year moving totals. The first 
value (TI) is placed between the second and the third year, the second moving 
total (p2)  is placed between the third and the fourth year and so on. The centered 
4-year moving averages are placed at the third year, fourth year, .... by taking a 
fiuther 2 item moving average in the direct method (Table 1 1.2). In the short cut 
method (Table 1 1.3), the calculations of 4-year moving average are omitted (as 
shown in col. 4 of Table 11.2 in the direct method). Instead, the 2 item moving 
totals of the 4 year moving average; are obtained (col. 4 and 5). 

y, 4-year moving total 4-year Centered Centered 4-year 
moving moving moving average 
average total 

Note that for a 4-year moving average, the procedure for centering leaves out 
4/21 = 2 years at the beginning and at the end of the series each. 

I col 3 + 4 



Table 11.3 : Calculation of centered 4-year moving averages (Shortcut Method) Deterministic Time 
Series end Forecasting 

year Y t  4-year moving total 2 item moving Centered 4-year 
W*T*) total of col. 3 moving average 

(M.A.), col 4 + 8 

- - 

11.3.2 Suitability of Moving Averages 

1 Moving average method is simple to apply but the success of this method depends 
on the proper choice of the period. Moving average with a period exactly equal 
to or a multiple of the period of the cycle present in the series will completely 

1 eliminate the cyclical component and give an estimate of the trend. This method 
is flexible but some trend values at the beginning and at the end of the series have 

I to be left out and their number increases with increase in the period of the moving 
average. Again as moving average assumes no law of change, the method cannot 
be used for forecasting hture trend. 

11.3.3 Examples of Moving Averages 

Example 11.3.1 : Calculate the three and five year moving averages of the following 
data: 

Ycar 1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 
Production 18 19 20 22 20 19 22 24 25 24 25 26 
('000 tons) 

Steps of Calculation 

1) In Table 1 1.3.1 the figures in col. 3 are obtained as the sum of three consecutive 
values of col. 2. Thus the first moving total (M.T.) is 57 = 18 + 19 + 20 and 
is placed against 197 1. The second moving total 61 = 19 + 20 + 22 is placed 
against 1972. 

2) The three-year moving average(M.A.) in col. 4 is obtained by dividng the 
corresponding three-year moving total in col. 3 by 3, the period of the moving 
average. Thus 57 t 3= 19, 61 t 3 = 20.3, etc. 

3) The five-year moving totals in col. 5 are obtained as the sum of five consecutive 
values in col. 2. Thus the first moving total against the year 1972 is 99 = 18 
+ 19 + 20 + 22 + 20. 

4) The five-year moving average in col. 6 is obtained by dividing the corresponding 
five-year moving total in col. 5 by 5,. Thus the moving average for 1975 is 
107 + 5 = 21.4. 
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Table 11 3.1 : Calculation of 
(T) 3-year moving average O 5-year moving average 

Year Production 3-year 3-year 5-year 5-year 
M.T. M.A. M.T. M.A. 

3-1 
Note that for 3-year centered moving averages - = 1 year, and for 5-year 

2 

5-1 
centered moving averages - = 2 

2 
years, respectively, are left out both at the 

beginning and the end of the series. 

Example 113.2: Compute trend values far the following time series using 4-yearly 
moving avemges. 

Year: 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 
Yield: 52 54 55 '57 58 61 63 66 67 70 
(9nW 
Solution: 

Table 11 3.2(a): Calculation of 4-year moving average (Direct Method) 
-- - 

Year Yield 4-year M.T. 4-year 2  item^.^. Centered 
M.A. of co1.4 4-year 

(centered) M.A. 



Table 113.2(b): Calculation of 4-year moving average 
(Shortcut Method) 

Deterministic T4me 
Series and Forecratitlg 

Year Yield 4-year M.T. 2-item M.T. Centered 
4-year M.A. 

Steps of Calculation (Direct Method) 

1) Col. 3 is the sum of four consecutive values in col. 2. 
Thus 52 + 54 + 55 + 57 = 218, 54 + 55 + 57 + 58 = 224. 

2) Col. 4 = col. 3 t 4, Thus 218 a 4 = 54.5, 224 -; 4 = 56. 
3) Col. 5 = Sum of two consecutive values in col. 4. 

Thus 54.5 + 56.0 = 110.5, 56.00 + 57.75 = 113.75. 
4) Col. 6 = col. 5 -+ 2. Thus 110.5 + 2 = 55.25. 

Steps of calculation (Shortcut method) 

1)  Col. 4 is the sum of two consecutive values in col. 3. Thus 

2) Co1.5 = co1.4 + 8. Thus 442 + 8 = 55.25. 

Example 11.3.3 
Find trend values for the following series using a 3-year weighted moving average 
with weights l ,2 ,  I .  
Year 1 2 3 4 5 6 
Value: 2 3 5 6 8 11 

Solution: 
Table 113.3: Calculation of 3-year weighted moving average 

Year Value 3-year weighted 3-year weighted moving 
moving total (M.T.) average (M.A.) 

(1) (2) (3) (4) 
1 2 - - 
2 3 13 3.25 
3 5 19 4.75 
4 6 25 6.25 
5 8 
I * .  

3 3 8.25 
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Steps for Calculation 

1) Col. 3 figures are the weighted moving totals of col. 2 figures with weights 
1, 2, 1. 

T h & l x 2 + 2 ~ 3 + 1 x 5 = 1 3  

l x 3 + 2 x 5 + 1 x 6 = 1 9  

2) Col. 4 = col. 3 -t (sum of weights, i.e., 4) 

Thus 13 i 4 = 3.25, 19 + 4 = 4.75 

Example 11.3.4: Calculate the 4-quarter moving average for the following time 
series data. 

Quarter Year 
1980 1981 1982 1983 

Solution: 

Year Quarter Value 4-quarter Centered Quarter 
M.T. M.T. M.A. 



Check Your Progress 1 

1 ) The data given below give the index of industrial production fiom 196 1 to 1970: 

Year 
1961 1962 1963 1964 1965 1966 1967 1968 1969 1970 
hdex of Production: 
109.2 119.8 129,7 140.8 153.8 153.2 152.6 163.0 175.3 184.3 . 

Fit the trend line and predict the index of production for the year 1972 by 
3-year moving average method. 

..................................................................................................................... 
2) Depict the following figures of the net national product of India, at 1970-71 

prices, in the form of a graph and superimpose the trend by computing the five 
year moving averages. 

Year NNP Year NNP Year lWP 
(Rs. 00 cr.) (Rs. 00 cr.) (Rs. 00 cr.) 

1961 259 1969 335 1977 444 
1962 269 1970 3 5'6 1978 482 
1963 . 275 1971 378 1979 513 
1964 292 1972 386 1980 487 
1965 315 1973 382 1981 52 1 
1966 301 1974 397 1982 550 
1967 299 1975 400 
1968 324 1976 440 

Deterministic Time 
Series and Forecasting 
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11.4 METHOD OF FITTING POLYNOMIALS 

Method of fitting ~olynomials is perhaps the best and the most objective method 
of determining trend. Here an appropriate type of polynomial is selected for trend 
and the constants appearing in the trend equation are determined on the basis of 
the given time series data. The choice of an appropriate polynomial is facilitated 
by a graphical representation of the data for which, apart from the usual arithmetic 
scales, semi-logarithmic or doubly-logarithmic scales may be used. If the plotted 
data show approximately a straight line tendency on an ordinary graph paper, the 
equation used is Y = a + bx (straight line or first degree polynomial). 

If they show a straight line on a semi-logarithmic graph paper, the equation is 
log Y = a  + bx, which is obtained by taking logarithm of Y = A.Bx (exponential 
function). Note that a = logA and b = lo@. 

Some times a second or a third degree polynomial may also be fitt~d. 
Y = a + bx + ex2 (second degree polynomial or parabola) 
Y = a + bx + ex2 + dx3 (third degree polynomial) 

The constants appearing in the above equations (such as a, b, c, ....) are obtained 
by applylng the principle of "least squares", as in regress<ons (see Unit 9). This 
states that the values of the constants will be such as to make the sum of squares 
of the deviations 

Z(y - Y ) ~  &urn, 
where y = observed value, 

Y = expected value obtained from the trend equation of the type 
Y = a +  bxor 
Y = a + bx + cx2 etc., and the summation is taken over all the observations. 

h the case of a straight line fitted by the method of "least square?, the constants 
a and b are determined h m  the following normal equations: 

C y = n a + b C x  and 

~ x y = a Z x + b ~ x 2  
where n is the number of years covered. 

Similarly in the case of parabola or second degree polynomial the constants a, 
b and c are determined fiom the three normal equations 

Rule for writing down the normal equations 

To get the first normal equation, multiply each observation by coefficient of a in 
that equation and take sum over all the n observations. 

Thus for straight line y = a + bx, as the coefficient of a is 1, the first normal equation 

is y = nu + b C x .  

For the second normal equation, multiply each observation by the coefficient of 
b in that equation and take sum over all the n observations. In case of straight 
line, coefficient of b is x. So, the second n o d  equation is zxy = + bzX2 
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(Table 1 1.5) number of years taking the first degree polynomial. 

Case I: Odd number of years (n = 5) 

Table 11.4 

Year Y X x2 xy 

Total SY 0 10 SXY 

The normal equations are: 

x y = 5 a + b x x = 5 a  (Since Cx = 0) 

x x y = a x x + b x  x * =lob 

where the origin (x = 0) is taken at the mid point of the interval covered by 5 
years, i.e., at the third year and unit of time = 1 year. In real life situations the 
actual values of y,'s can be recorded. Hence Zx and Zry will be known. 

Case 11: Even number of years (n = 6) 

The constants a and b will be obtained from the following equations 

Zy = 6a 
Zxy = 70b 
Here the origin (x = 0) will be in the middle of 3rd and 4th year and the unit of 
x = 6 months. 

Table 11.5 

Year Y X x2 xy 

2 Y2 -3 9 
3 Y3 - 1 1 
4 Y4 1 1 
5 Y5 3 9 
6 y6 5 2 5 

Total ZY 0 70 C X Y  

11.4.1 Suitability of Least Squares Method 

Trend lines are used for description of the growth or decline of the time series 
and as an aid to the study of the long-term trend of the economy. The method 
of fitting polynomials completely eliminates personal bias and trend values for all 

Series and Forecasting 
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the given periods can be obtained. This is, however, not possible with moving 
average method. But the choice of the type of the polynomial curve is arbitrary 
and one cannot be sure whether a linear or parabolic curve will represent the trend 
best. The choice of the trend equation may itself lead to a bias. It is, however, 
possible to get some idea of the pattern of trend fiom the scatter diagram s f  the 
data. 

11.4.2 Examples of Least Squares Method 

Example: 11.4.1 

Fit a straight line trend by the method of least squares to the following data: 

Year 1975 1976 1977 1978 1979 1980 1981 
Production: 81 92 100 105 112 120 7 2 6  

Estimate the production for 1982. 

Solution: 
Here the number of years is odd (n = 7).  Let y = a + bx be the equation of the 
straight line trend with origin (x = 0 )  at 1978 and one unit of x = 1 year. 
The least squares normal equations are (see unit 9) 

Thus, substituting the values of Cy, Tjty,  Gc, and GC2 from the above table in the 
normal equations, we get 
7a = 736, so a = 105.1 
28b = 203, so b = 7.21 

The trend equation is 
Y = 105.1 + 7.2 lx, with origin at 1978 and unit of x = 1 year. 
The value of x for 1982 would be 4. 

Table 11.4.1: Fitting Straight Line Trend 

Year Production @) x x2 XY 

(1) (2) (3) (4) (5) 

1975 8 1 - 3 9 - 243 
1976 92 - 2 4 - 184 
1977 100 - 1 1 - 100 
1978 105 0 0 0 
1979 112 1 1 112 
1980 120 2 4 240 
198 1 126 3 9 3 78 

Total 736 0 28 203 

Hence, using the trend equation the estimate for 1982 is Y = 105.1 + 4 x 7.21 
= 133.94. 



I 
~xarnple: 11.4.2 

Fit a straight line trend to the following time series data: 

Year: 1970 1971 1972 1973 1974 1975 
Profits: 3.1 3.3 3.6 3.2 3.7 3.9 

(Rs, lakhs) 

Est~mate the profit for 1976. 

Solution: 

Here the number of years is even (n = 6). Let y = a + bx be the trend equation 
w~th ongm 
(x = 0) mid-way between 1972 and 1973 and ,unit of x = 6 months. 

The normal equations are 

Cy=na+bCx 

x x y  = a C x + b x x 2  

Table 11.4.2: Fitting Straight Line Trend 

Year Profit@) x xZ XY 
(Rs. lakhs) 

(1) (2) (3) (4) (5) 

1970 3.1 - 5 25 - 15.5 
1971 3.3 - 3 9 - 9.9 
1972 3.6 - 1 1 - 3.6 
1973 3.2 1 1 0.0' 
1974 3.7 3 9 11.1 
1975 3.9 5 2 5 19.5 

Total 20.8 0 70 4.8 

So, substituting the values of Zy, Zxy, 2, .and Zx2 from the above table in the 
normal equations, we get 

6a = 20.8, or a = 3.47 
70b = 4.8, or b = 0.07 

The trend equation is 

Y = 3.47 + 0.07x, with origin at the middle of 1972 and 1973 and unit of x = 

6 months. 

For 1976, x would be 7. 

So, estimate for 1976 is 

Y = 3 47 + 0.07 x 7 = 3.47 + 0.49 = 3.96 

Hence the estimated profit for 1976 is Rs. 3.96 lakhs. 

Deterministic Time 
Series and Forecasting 



Example: 11.4.3 Index Numbers, 
Time Series and 
Vital Statistics The sales of a company (in thousands of rupees) for the years 1980 to 1986 are 

given in the following table. Fit an exponential trend (Y = A. Bx) and estimate the 
sales for 1987. 

Year: 1980 1981 1982 1983 1984 1985 1986 
Sales: 32 47 65 92 132 190 275 

Solution: 

Here the number of years is odd (n = 7). Taking log of both sides of the given 
equation, we can write logy = lo@ + x lo@. Let a = logA and b = lo@. Thus, 
we can write 
logy = a + bx. 

Further, we take origin (x = 0) at 1983 and one unit of x = 1 year. 
The least squares normal equations are: 

Table 11.4.3: Fitting Straight Line Trend 

Year Sales Q) 

32 
47 
65 
92 

132 
190 
275 

Total 833 0 28 13.7931 4.3237 

So, substituting the values of Zlogy, &.logy, Zx, and GC2 from the above table 
in the normal equations, we get 

Thus, the fitted function is logy = 1.97 + 0.154~ or Y = antilog (1.97 + 0.154~). 

For 1987, x would be 4 

Thus, the estimated value for 1987 is 
Y = antilog (1.97 + 0.154 x 4) = antilog 2.586 = 385.48. 

A case with even number of years can be attempted as in the fitting of a stmight 
line (see Example: 1 1.4.2). 

Example: 11.4.4 

The following table shows the production of cement in India during 1982 to 1988. 
Fit a second degree polynomial to the data. 
Year. - - .  < 

1982 1983 1984 1985 1986 1987 1988 
- - -  - - -  - - -  - > .  -,.- . - A  



Solution: 
Here the number of years is odd (n = 7). 

Let y = a + bx + cx2 be the trend equation with origin ( x  = 0 )  at 1985 and unit 
of x = 1 year. The normal equations are: 

Table 11.4.4: Fitting Second Degree Polynomial 

Year Y x xZ 2 x4 XY xZy 

Total 234.8 0 2 8 0 196 94.5 950.5 

Substituting the values fiom the table in the normal equations 
7a + 28c = 234.8 

28b = 94.5 
28a + 196c = 950.5 

Solving these three equations, simultaneously, we get 
a = 33 
b = 3.37 
c = 0.134 

Hence, the second degree polynomial is 

Y = 33 + 3 . 3 7 ~  + 0.134x2, 
with origin ( x  = 0 )  at 1985 and unit of x = 1 year. 

Example: 11.4.5 

Fit a second degree polynomial to the following data. Estimate the trend value for 
1982. 

Year 1976 1977 1978 1979 1980 1981 
Annual Indian 507 602 681 914 1255 1361 
Imports ( 1  0' Rs.) 

';Solution: 
Here the number of years is even (n = 6). 

Let y = a + bx + cx2 be the trend equation with origin (x = 0 )  mid-way between 
1978 and 1979 and unit of x = 6 months. The normal equations are 

Deterministic Time 
Series and Forecasting 



Index Numbers, 
Time Series and 
Vital Statistics 

46 

Table 11.4.5: Fitting Second Degree Polynomial 

Year Y x x2 2 x" KJ' x2y 

1976 507 - 5 25 -125  625 - 2535 12675 
1977 602 - 3 9 - 27 81 - 1806 5418 
1978 681 - 1  1 '- 1 1 -681  . 681 
1979 914 1 1 1 1 9 14 914 
1980 1255 3 9 2 7 8 1 3765 11295 
1981 1361 5 25 125 ' 625 6805 34025 

-- -- - 

Total 5320 0 70 0. 1414 '6462 65008 

Substituting the values fiom the table in the normal equations 

Solving these three equations, s i m u l t ~ u s l y ,  we get 
a = 829.2, b = 92.31 and c = 4924. 

The second degree polynomial is 
Y = 829.2 + 92.3 1x + 4.924x2, 
with origin (x = 0) mid-way between 1978 and 1979 and unit of x = 6 months. 

For 1982, x would be 7. 
Therefore, estimate for 1982 is 
Y = 829.2 + 92.31 x 7 + 4.924 x (7)2 

= 829.2 + 646.17 + 241.28 = 1716.65. 

11.5 MONTHLY OR QUARTERLY TREND VALUES 
FROM ANNUAL DATA 

In a time series, annual data may be available in different forms such as (1) monthly 
or quarterly averages for each year, and (ii) annual totals. 

If the trend equation is fitted to the monthly or quarterly data, there will be no 
difficulty in obtaining monthly or quarterly values. However, it is not advisable to 
fit a trend line by the method of least square to the monthly or quarterly data. The 
trend line is usually fitted to the annual data and then the trend values may be 
obtained for different months (or quarters). The method of obtaining monthly (or 
quarterly) trend equation is discussed below. 

Let y = a + bx be an annual trend equation. If we divide both sides of this equation 

a b 
by 12, we get a monthly average equation. Thus = - + - x is a monthly 

12 12 12 

Y a b 
average equation. Denoting by Y = -, A = --and B = - , we can yrite the 

12 12 12 



monthly average equation as Y = A + Bx. Here, Y is monthly average and B denotes 
c$ange in monthly average per unit change in x, i.e., 1 year. 

To get a monthly equation, we have to determine the corresponding rate of change 

B 
of Y. Since B is the average monthly change in Y per year, - will denote average 

12 

B change per month. Thus, the monthly equation can be written as y = A + - x 
'12 

a b '  
or Y = - + ---x, , where x denotes month rather than year. 

12 144 

Similarly, we can write 

a b  
Y = - + - x as the quarterly average equation, where a unit ofx denotes one year, 

4 4 
and 

a b  Y = - + - x as the quarterly equation, where a unit of x denotes one quarter. 
4 16 

Shifting of Origin 

We define a, in the equationy = a + bx, as the value of trend in the year of origin. 
Thus, with the shifting of origin the value of a changes. Let us assume that the year 
of origin (i.e., x = 0) is 1995 and we want to change it to 1998. We note that 
x = 3 for 1998, therefore, trend for 1998 = a + 3b. Treating this as constant term 
in the trend equation, y = (a + 3b) + bx becomes the new trend equation with 
1998 as origin. 

Example: 11.5.1 

The trend equation for certain production data is 
y = 150 + 24x 0, = annual production in thousand tons and x = time with origin 
at 1978, unit of x = 1 year). 
Estimate the trend value for May 1983. 

Solution: The monthly trend equation is 

where Y = monthly production, unit of x = 1 month and origin at 1978, i.e., 30th 
June 1978. 

To estimate the trend for May 1983, we substitute x = 58.5 in the above equation. 
Thus, we get Y = 12.5 + 0.167 x 58.5 = 22.25 ('000 tons) 

Example: 11.5.2 

The trend equation fitted to quarterly average sales for 3 years is given by y = 

250 + 20x (unit of x = 1 year, origin = 30th June 1970). Estimate the trend value 
for the first quarter of 1973 (January-March). 

Solution: Here the quarterly average refers to average per quarter for each y w .  
The quarterly trend equation is given by 

Deterministic Time 
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Y = 250 + q x  , where Y = quarterly sales, x = 1 quarter and origin at 30th June 
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The interval between 30th June 1970 and the 1st quarter of 1973 is 10.5 quarters. 
Thus, to obtain the trend for 1st quarter of 1973, we substitute x = 10.5 in the 
above equation. 

Hence, the required trend is Y = 250 + 5 x 10.5 =302.5. 

Check Your Progress 2 

1) Fit a straight line brend to the following data and show how to obtain the monthly 
trend values h m  the trend line fitted to the given time series. Obtain two such 
monthly values. 

Year. 1970 1971 1972 1973 1974 
Average Monthly Production: 38 40 41 45 47 
(in '000 tons) 

The trend equation for certain production data is y = 240 + 48x (y = annual 
production in tons, x = time with origin at 1985, unit ofx = 1 year). Estimate 
the trend for October 1991. 

3) The trend equation fitted to quarterly average sales data is given by y = 60 
+ &c (unit of x =* 1 year, origin = 30th June, 1988). Estimate the trend value 
for first quarter (Jan.-Mar.) of 1990. 



. - 
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1 . 6  MEASUREMENT OF SEASONAL VARIATIONS 

ThereSare a number of methods for measuring seasonal variations in time series 
depending on how the other components such as cyclical, trend and irregular 

' movements are present in it. For simplicity, we shall consider seasonal variations 
111 l~~onthly or q&erly data only, bit the procedure for weekly or daily data will 
be similar. It m y  bementioned here that annual data contains no W n a l  variation. 
The application of the methods, to be discussed below, will give us 4 (or 12) 
numbers for quarterly (or monthly) data. These will be termed as seasonal indices 
and are normally expressed as percentages. A figure of a particular quarter (or 
month) indicates whether that quarter is above or below the normal quarter. For 
example, a value of 80 for a particular quarter indicates that the business for exports 
or sales (say) during that quarter is slack and it is below the normal quarter by 
20%. We will consider only the multiplicative model for the measurement of 
seasonal variations. The main methods for the measurement of seasonal variation 
are given below. 

1) Method of Simple Average 

2) Ratio to Trend Method 

3) Ratio to Moving Average Method 

11.6.1 Method of Simple Average 

This method assumes that the time series variable y is made up of only two 
components, viz., seasonal (9 and irregular or random component (I). Thus, we 
can write 

y = S.I 

When we take average of y values for each month or quarter of all the years, the 
irregular component gets eliminated and we are left with seasonal component. We 
will illustrate this method in Table 1 1.6. 

Table 11.6: Illustration bf the Method of Simple Average 

-- Quarters 

Year I II IU IV 

- - - 

Total T 1  T2 

Average A 1 4 A, A, 

S. I. S ,  . S2 S 3  S4 

S. I. (adjusted) S! S2 . s3 S4 
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year. Similarly, T,, T, and T ,  are the totals of second, third and'fourth quarters 
of each year respectively. 

17. b) At is the ith quaner average =- , where i = 1, 2, 3, 4 and n denotes the 
n 

nuinber of years. 

C Ai 
c) G is defined as the grand average =- 

4 '  

e) s - s ,  + s,  + s, + s, 

f )  S,, S,, S, and S4 are the seasonal indices for the first, second, thrd and the 

S i follrth quarters respectively, where Si = - x 400, i = 1, 2,3,4.  Note that 
S 

ihe.sum of these 4 index numbers must be equal to 400. Further, Si = si if 
s = 400. 

g) For a time series with monthly data, the sum of 12 seasonal indices, one for 
each month, must be equal to 1200. 

Example: 11.6.1 

Compute seasonal indices for the following data by the Method of Simple Average. 

Quarters 

Year I II III Iv 

Solution: 
Table 11.6.1: Calculation of Seasona\Indices 

Quarters 

Year I II. m Iv 

Total 376 352 416 3 84 
Average 75.2 70.4 83.2 76.8 

S.I. 
-- -" . 

43 92.15 108.90 100.52 

Notes: 

A, + 4 + A, + A, 75.2 + 70.4 +83.2 + 76.8 
Grand Average G = - - = 76.4 

4 4 
50 Seasonal Index for Quarter I, i.e., S, = 98.43 



I Seasonal Index for Quarter 11, i.e., S, = 92.15 
Seasonal Index for Quarter 111, i.e., S, = 108.90 
Seasonal Index for Quarter IVY i.e., S, = 100.52 

Since the sum of these indices = 400, no adjustment is needed. 

11.6.2 Ratio to Trend Method 

If the data contain trend to an appreciable extent, we first find an appropriate trend 
I 

equation to determine the trend for various quarters or months. Usually the monthly 
or quarterly trend values are obtained fiom the quarterly (or monthly) average trend 
equation. The trend is then eliminated by expressing the original y values as 

L 

percentages of the corresponding trend values. This method is based upon the 
assumption that cyclical variations are either not marked or completely absent. 

Symbolically, we can write 

TSI Yx100=-x100=~1x100 
T T 

From this, the irregular component can be ehminated by the use of Simple Average 
Method. 

Example: 11.6.2 

The following table shows the sales (in '000 Rs.) in a departmental store for five 
different years. Obtain the seasonal indices by Ratio to TrendMethod. 

Ouarters 

Year I II m IV 

Solution: 

Let us fit a straight line trend to the data on quarterly averages. The trend equation 
fitted to quarterly averages bey = a + bx, where y denotes quarterly average 
of the year and the unit of x = 1 year. The table below has been constructed &om 
the given data by computing the averages of 4 quarters of each year. 

Table 11.6.2 (a): Fitting Linear Trend 
- - 

Year Y x x2 XY 

1980 775 - 2 4 - 1550 
198 1 824 - 1 1 - 824 
1982 894 0 0 0 
1983 974 1 1 974 
1984 1065 2 4 2130 

Deterministic Time 
Series and Forecasting 

The normal equations are 

C y  = na+bCx 

~ ? i y = a ~ x + b ~ x 2  
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Substituting values &om the above table irito the normal equations for bear  trend, 
we get 

Thus, the quarterly average trend equation is T = 906.4 + 73x 
(origin: 1 982, unit of x = 1 year) 

Note that we are using Tinstead of Y (used earlier in fitting of trends) 
From this, we can write the quarterly trend equation as 

73 
T = 906.4 + -.x = 906.4 + 18.25~ 

4 
(origin: 30th June, 1982, unit of x = 1 quarter) 

Shifting the origin to 3rd quarter (mid-point of thud quarter) of 1982, the quarterly 
trend equation becomes 

Putting appropriate values ofx, we can get the trend values (n for various quarters. 
The next step is to express the original values O as percentage of trend, i.e., 
(y + x 100, giving "trend ratios". The trend values along with the trend ratios 
are shown in Table 1 1.6.2(b). 

Table 11.6.2 (b): Calculation of Trend Ratios 

Year Quarter x T = 915.525 + 18.2% Y b ' + T ) X  
100 

1980 I -10 733.0 502 68 
II - 9 751.3 1632 217 
In - 8 769.5 605 79 
N -7 787.8 362 46 

1981 I L6 806.0 526 65 
II -5 824.3 1700 206 
III -4 842.5 680 8 1 
N -3 860.8 390 45 

1982 I -2 879.0 556 63 
IT - 1 897.3 1820 203 
III 0 915.5 780 8 5 
N 1 933.8 422 . 45 

1983 1 2 952.0 590 62 
II 3. 970.3 1955 201 

III 4 988.5 888 90 
N 5 1006.8 464 46 

1984 I 6 1025.0 632 62 
II 7 1043.3 21 10 202 
m 8 1061.5 1002 94 
N 9 1079.8 515 48 

The trend ra t i~s  are now arranged by quarters and the seasonal indices are 
calculated by the method of simple averages. 

5 2 



Table 11.6.2 (c): Calculation of Seasonal Indices Deterministic Time 
Series and Forecasting 

Quarters 

Year I I1 111 TV 

Total 320 1029 429 230 
Average 64.0 205.8. 85.8 46.0 

S.I. 63.74 209.98 85.46 45.82 

11.6.3 Ratio to Moving Average Method 

This method is used when the time series data is composed of all the four 
components. We know that moving averages, with period equal to the the periodic 
variations, completely eliminates those variations, Thus, if we take 4 period moving 
average (M) of quarterly data (or 12 period moving averages of monthly data), 
the seasonal variations (and some irregular movements) are eliminated fiom the 
original 0)) values. Further, by expressing y as a percentage to moving average, 
i.e., Cv t M) x 100, we get values consisting of seasonal and irregular components. 
The seasonal component is, then, isolated t?om irregular component by the use 
of the Method of Simple Average. 

Symbolically, we can write 

Y TCSI -xlOO=---= SI" 
M TCI ' 

Example: 11.6.3 

Use the Ratio to Moving Average Method to calculate seasonal indices for the 
following data. 

Year Summer Monsoon Autumn Winter 
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YearlQtr. y 4-pd. Centered 4-pd. M.A. (y + M )  x 
M.T. Totals (M) 100 

1989 Sum 

Mon 

Aut 

Wm 

1990 Sum 

Mon 

Aut 

Wm 

1991 Sum 

Mon 

Aut 

Wm 

1992 Sum 

Mon 

Aut 

Wm 

1993 Sum 

Mon 

Aut 

Wm 
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t calculated by the method of simple averages. 
I 

Quarters 
Year Summer Monsoon Autumn Winter 

1989 - - 84.50 155.30 

1990 40.00 113.04 86.32 160.00 

1991 36.64 124.90 75.86 164.16 

1992 39.79 117.61 86.36 152.23 

1993 42.17 119.55 - - 
Total 158.60 475.10 333.04 63 1.69 

Average 39.65 1 18.78 83.26 157.92 
Seasonal Index 

-- 
36.69 1 18.89 83.34 158.08 

Check Your Progress 3 

1) The following data represent the production of finished steel tins for the years 
1972 to 1975: 

Production of Finished Steel Tins (000 tons) 

Year Jan. Feb. Mar. Apr. May. Jun. Jul. Aug. Sep. Oet. b. Dee. 
-- 

1972 420 414 502 365 368 332 390 3% 429 417 422 4% 
1973 491 466 516 337 342 360 409 402 372 391 394 446 
1974 463 465 478 310 325 406 415 437 438 445 430 416 
1975 502 487 536 404 418 429 489 492 475 456 476 476 

Compute the seasonal indices by the Method of Simple Averages. 

...................................................................................................................... 
..................................................................................................................... 
..................................................................................................................... 
................................................................................................................. 
..................................................................................................................... 
..................................................................................................................... 
.................................................................................................................... 
..................................................................................................................... 
..................................................................................................................... 
..................................................................................................................... 

2) The following table gives the production ofsteel in India from 1972 to 1975 
(in'000 tons) over the different quarters. 

Year 1st quarter 2nd quarter 3rd quarter 4th quarter 

1972 1336 1065 1215 1335 

1973 1463 1039 1183 1161 

1974 1306 1041 1290 1321 

1975 1525 1251 1456 1408 - 
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Obtain seasonal indices by the method of Ratio to Trend, assuming a linear 
trend. 

3) Given the following quarterly sales figures in thousands of rupees for the years 
1986 to 1989. Find the specific seasonals by the method of moving averages. 

...... r....................................,......................................................................... 

4) The seasonal indices for the sales of garments of a particular type in a certain 
shop are given below: 

Quarter Seasonal Index 

Jw-Mar 97 

Apr-Jun . 85 

Jul-S~P 83 I 

Oct-Dec 135 



If the total sales in the first quarter of a year is Rs. 15,000, determine how 
much worth of garments of this type should be kept in stock by the shop owner 
to meet the demand for each of the other three quarters of the year? 

11.7 LET US SUM UP 

Time series is a set of observations on a variable recorded over time - usually 
at equal intervals. The change in the variable concerned can be explained to same 
extent on the+basis of components of time series. These components are trend, 
seasonal variations, cyclical fluctuations and random movements. The observed 
value of the variable may be represented either as the product of the aforesaid 
components (multiplicative model) or as the siun of the components (additive 
model). 

Trend can be measured by the method of moving averages and fitting equations 
by the method of least squares. Once we estimate the trend, we can predicllkture 
values and also estimate the monthly or quarterly values from the annual trend. 

Seasonal variation can be estmated by three methods: Method of Simple Avexages, 
Ratio to Trend Method and Ratio to Moving Average Method. The method of 
simple average is used to average out the irregular component. The ratio to trend 
method can be used if cyclical variations are supposed to be absent while the ratio 
to moving average method is recommended when the time series variable is 
composed of all the four components. 

11.8 KEY WORDS 

Cyclical Variations : Oscillatory movements of a time series where the 
period of oscillation, called cycle, is more than 
a year. 

Irregular Movement : The random movement of time series which is 
not explained by other components. In this sense 
it is a residual of other components. 

Deterministic Time 
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Method of Least Squares : When a polynomial hct ion is fittdd to the time 
series, the method of least squares requires that 
the parameters of the hnction should be so 
chosen as to make the sum of squares of the 
deviations between actual observations and 
a t r - ~ n t a r l  xrn l l l ao  tn ha tho rn;ni*l~m 
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Moving Average Method : Taking a suitable period of moving average, (say 
3 years), the moving averages are calculated as 
series of me% values of three (in this case) 
consecutive years. The average obtained is 
entered against the middle year. 

Seasonal Variation : Periodical movement where the period is not 
longer than one year. 

Secular Trend : The smooth, regular and long-term movement of 
a time series over a period of time. Trend may 

downward or declining or 
or less constant over time. 

11.9 SOME USEFUL BOOKS 
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Goon, A.M., M.K. Gupta and B. Dasgupta, 1987: Basic Statistics, The World 
Press Pvt. Ltd., Calcutta. 

11.10 ANSWERS OR HINTS TO CHECK YOUR 
PROGRESS EXERCISES 

Check Your Progress 1 

1) Read Exmple 1 1.3.1 and answer. 

2) Read Example 1 1.3.1 and answer. 

Check Your Progress 2 

1) y = 42.2 + 2.3x, origin: 1972, unit of x = 1 year (monthly average equation) 

y = 42.3 + 0.19x, origin: July, 1972, unit of x = 1 month (monthly equation) 

Estimate for March 1971 (x = -16) = 39.23 

Estimate for September 1973 (x = 14) = 44.98. 

2) 45.17 tons. 

3) 73. 

Check Your Progress 3 

1 )  109.57, 107.00, 118.69, 82.71, 84.87, 89.19, 99.47, 100.87, 100.11, 
99.82,100.58, 107.12 

2) 112.27, 86.62, 100.21, 100.90 

3) 104.2, 97.9, 96.5, 101.4 

4) Rs. 13144; 12835; 20876. 
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12.0 OBJECTIVES 

After going through this Unit, you will be able to: 

explain the sources of data in vital statistics; 

calculate various vital rates; 

explain the procedure of construction of life table; and 

appreciate the applications and limitations of life tables. 

12.1 INTRODUCTION 

Vital statistics is mainly concerned with the factors contributing to population growth. 
Some of these factors are birth rates, death rates, expectancy of life, and migration. 
As you go through this Unit you will be in a position to appreciate the importance 
and applications of vital statistics in economics. The main objectives of this Unit 
are to introduce some of the basic concepts of vital statistics, the data sources, 
how to measure various ratios. and what are the auulications of these ratios in 
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projecting the population, calculating life expectancy, uses in actuarial science, etc. 

12.2 DATA SOURCES 

The data for vital statistics are usually collected through the following four methods; 
viz., Registration, Census, Survey and sarnpl; Registration System. We discuss 
these methods below: 

9 Registration Method: This method consists of continuous and permanent 
recording of bktls, deaths, marriages, migration, etc. Many countries including 
India have made registration of births and deaths compulsory under the law. 
The registration office issues a certificate on registration of a birth or death. 
Although, the registration method is simple and effective it suffers from the 
problem that all the bktlls and deaths that are occurring are not registered. This 
is because the law has not been enforced strictly, particularly, in rural India. 

ii) Census: Almost all the countries in the world conduct census periodically to 
enumerate their population. The census provide the vital statistics information 
such as age, sex, marital status, education level, occupation, religion, etc. 
However, these information pertain to the census years only (once in ten years). 
The data for the years other than census years are not available. 

iiii Survey: Surveys are conducted in areas where the registration method is not 
effective or not functioning properly. The surveys enable us to have required 
vital statistics of these regions. 

iv) Sample Registration System (SRS): This is a large scale demographic survey 
conducted in India for providing reliable annual estimates of birth rate, death 
rate and other fertility and mortality indicators at the national and sub-national 
levels. The field investigation consists of continuous enumeration of births and 
deaths by a resident part-time enumerator, generally a teacher followed by an 
independent survey every six months by an official. The data obtained through 
these operations are matched. The unmatched and partially matched events are 
re-verified in the field and thereafter an unduplicated count of births and deaths 
is obtained. The SRS was initiated by the Office of the Registrar General, 
India on a pilot basis in a few selected states in 1964-65. It became fully 
operational during 1969-70 covering about 3700 sample units. Thereafter the 
sample size has been periodically increased. The fiame was recently updated 
based on 1991 Census data. 

12.3 USES OF VITAL STATISTICS 

Vital statistics are usell in many spheres of human activity. Some important uses 
of vital statistics are as follows. 

1) The vital statistics help us in understanding how the population profile of a 
country or a region within the country is changing. The profile of the population 
is in terms of age, sex, religion, births, deaths, migration, marriages, etc. These 
statistics help us in predicting the future population structure of a country or 
region. 

2) ' h e  estimation of population trends and projections help the policy planners 
&d administrators for better planning and evaluation of economic and social 
development programmes. For example, the transportation infi-astructure is 
influenced directly by the number of people in an area. 



3) The mortality statistics help us to improve the health conditions of the 
communities. For example, statistics on communicable diseases help the health 
authorities to improve the sanitary conditions of the area affected and improve 
medical facilities. 

4) The actuarial science including life insurance is based on vital statistics. You 
will learn more about it in section 12.4 of this Unit. 

12.4 MEASUREMENT OF POPULATION 

The total population of a country is usually expressed at a particular point of time. 
For example, the latest census in India was conducted in 2001 and the total 
population of the country was found to be on 3 1.3.2001. The total population 
measured at a census is usually considered as accurate. As you may be aware, 
the census in India are conducted once in 10 years. The inter-censal data are 
estimated using the following methods. 

12.4.1 Linear Interpolation Method 

The estimation of total population for a given inter-censal year can be calculated 
using the following formula: 

Where, P, is estimated population at a given inter-censal year t 
Po is population in the prhious census 
P, is population in the succeeding census 
n is the number of years between the given year and the previous census 
Year 
N is the number of years between the two census years 

The above method provides us a good estimate at a constant rate between the 
in'ter-censal years. 

Example 12.1 : The total population of India in 1991 census was 846 million and 
in 2001 census was 1027 million. Calculate the total population of India in 1996. 

Here, Po = 846 , P, = 1027 , N= 10, n= 5 

5 
Therefore, <996 = 846 + - (1 027 - 846) = 936.5 million. 

10 
The limitation of the above method is that we can estimate the population only 
for the years between two census years. We cannot have the estimates for the 
hture years. 

12.4.2 Using Compound Growth Rate Formula 

Normally it was observed that the population growth takes place in a geometrical 
progrt<..:i I: In case the base year population and the population compound growth 
rate (13, ~s ,,>II the base census year and succeeding census year) are known, we 
can a t  1;riclte the total population for a given year using the following formula. 

Vital Statistics 

= P,(l+r)" 

where, r i s  the compound growth rate (between the base census year and 
succeeding census year) 
n is the number of years h m  the base year (usually previous census year) 
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Po is the base year (usually previous census year) 
P, is the estimated population at a given year t from the base year 

Example 12.2: The population of a small town in 1991 was 50500. The 
compound growth rate of the population of that town between 1991 and 2001 
was 0.025. Estimate the population of the town for the year 2005 (assuming 
that the population growth rate will be the same beyond 2001). 

Here, we are given Po= 50500, r = 0.025, and n = 14 (since 2005-1991 = 14) 

Therefore, P,,,, = 50500 (1 + 0.025) l4 = 71 355 

12.4.3 Natural Increase and Net Migration Method 

You know that the census gives us the total population Similarly, the total number 
of births, deaths, and migration statistics are obtained from registrars.The 
population of an area increase by: 

0 Natural increke (that is, total number of births - total number of deaths) 
ii) Net migration (that is, total number of people immigrated to the area - total 

number of people emigrated out of the area). 

The population for a given period is calculated using the following formula. 
P, = Po + (B-D) + (I-E) 

Where, P, is the estimated population at a given year t h m  the base year (usually 
previous census year) 

Po is the base year (usually previous census year) 

B and D are the total number of births and deaths respectively during 
the base year to the year t. 

I and E are the total number of immigrants and emigrants respectively 
during the base year to the year t. 

Example 12.3 : The population of a small town in 2001 census was 22000. From 
2001 to 2003 the number of births, deaths, immigrants and emigrants are 800, 
1 50,2500 and 1 500 respectively. Find the total population of the town in 2003. 

Here, Po = 22000, B = 800, D = 150, I = 2500, E = 1500 

Therefore, P,,, = 22000 + (800-150) + (2500-1500) 
= 23650 

Check Your Progress 1 

The following table gives information on mid-year total population of India and 
annual compound growth rates of population. 

Year Population (Crores) Period Compound 
growth rate (%) 

, 
Source: US Census Bureau: IDB Summary Demographic Data for India 



Note that the compound growth rates are in terns of percentage. Divide it by 
I00 to get the required r. For example, for the period 1950-60 the compound 

t growth rate is 1.9%. Therefore, r = 1.91100 = 0.019. 
I 

On the basis of the above table answer the questions below: 

1 ) Find the mid-year population for the following years using linear interpolation 
method. 

2) Find the mid-year population for the following years using compound growth 
rate method. 

Mid-year population I 

3) Compare the above two methods and draw your conclusions. 

..................................................................................................................... 

..................................................................................................................... 

..................................................................................................................... 

..................................................................................................................... 

Year 

-1 954 

1966 

1973 

1985 

1998 

Year 

1954 

1966 

1973 

1985 

1998 

4) Briefly explain differtmt data sources for vital statistics. 

..................................................................................................................... 
9 

..................................................................................................................... 

Mid-year population 

5) What are the important uses of vital statistics? 

..................................................................................................................... 

... ................................................................................................................... 

...................................................................................................................... 

12:5 VITAL RATES 

Normally, the data on vital statistics are available in the form of number of births, 
nllrnh~r nf Apathc  ~ t r  In n r A w  tn have a m~aninofill lltilitv nf thsce data we 



Index Numbers, 
T ime  Series and 
Vital Statistics 

generally transform this data into some vital rates or ratios. Number of births or 
deaths in a year pa- 100 persons is usually low and would result in small fractions. 
The changes in aese ratios would also be not perceptible. In order to avoid this 
problem, vital rates are expressed on the basis of per thousand persons. In this 
section you will learn some important vital rates. 

12.5.1 Crude Birth Rate 

The crude birth rate is defined as the number of births per 1000 population in 
a specific community or region. To calculate the crude birth rate we use the . 
following formula : 

Annual Number births (in a community or region) 
Crude birth rate = x 1000 

Annual mid year population (of the community or region) 

The drude birth rate tells us at what rate the births are occuring in a region or 
community. 

Example 12.4 : The mid-year population and number of births occmed of a dibal 
community in Madhya Pradesh in 1995 are 40,000 and 1200 respectively. Find 
the crude birth rate. 

Here, we have 1995 mid-year population = 40000 and the 1995 number of births 
= 1200 

1200 x 1000 Crude birth rate = ---- 
40000 

= 30 per I000 persons per annum 

12.5.2 Crude Death Rate 

The crude death rate is defined as the number of deaths per 1000 population in 
a specific age group or sex group or community or region. To calculate the crude 
death rate we use the following formula. 

Annual number of deaths (in a specific age group 
or sex group or community or region) 

Crude Death Rate = x 1000 
Annual mid yea. population (of the specific age 
group or sex group or community or region) 

The crude death rate tells us at what rate the deaths are happening in a age group, 
sex group or region or community. 

Example 12.5: The mid-year population and the number of deaths registered in 
2001 for a town in Maharashtra among females are 25000 and 245 respectively. 
Find the crude death rate. 

Mere, we have 2001 mid year female population = 25000 and the number of deaths 
in 200 1 =245. 

245 
Crude death rate (females) = - x 1000 

25000 
= 9.8 per 1000 persons per annum among females. 
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The crude rate of natural increase is defined as the rate at which a population 
increases in a given year because of a surplus of births over deaths expressed as 
pet: 1000 persons. 

The annual natural increase is measured as: annual nurnber of births - annual nurnber 
of deaths. 

The formula for calculating the crude rate of natural increase is: 

Annual natural increase Crude rate of natural increase = x 1000 
Annual mid year population 

= crude birth rate - crude death rate 

The crude rate of natural increase for a given year tells us at what rate natural 
increase has added the population over'the year. 

Example 12.6 : In India the crude birth rate and crude death rates in 1997 are 
27.2 and 8.9 respectively. Find the crude rate of natural increase. 

Crude rate of natural increase = 27.2 - 8.9 
= 18.3 per 1000 per annurn 

12.5.4 Rate of Net Migration 

1 Migration is defined as the movement of people across a specific boundary of a 
region for the purpose of establishing a new or semi permanent residence. 

I 
1 Immigrants are those who have come into the region and minigrants are those 
I 

who have moved out of the region. 

1 The annual net migration is defined as: Annual number of immigrants - annual 
number of emigrants 

The formula for calculating the annual rate of net migration is: 

Annual net migration 
Annual rate of net migration = x 1000 

Annual mid year population 

The annual rate of net migration tells us at what rate the net migration has added 
to the population over the course of the year. 

Example 12.7: In 2002 for a region the annual number of immigrants, emigrants, 
and mid-year population are given as 6500,5200 and 66700 respectively. Find 
the annual rate of net migration. 

Here, we have the number of immigrants = 6500 
the number of emigrants = 5200 
mid-year population = 66700 

Annual net migration = 6500 - 5200 = 1300 
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66700 

= 19.7 per 1000 per annum 

12.5.5 Rate of Total Increase 

The total increase in population is measured as: 

Annual natural increase + annual net migration. 

Annual total increase 
Rate of total increase = x 1000 

Annual mid year population 

= crude rate of natural increase + rate of net migration 

The rate of total increase for a given year tells us the rate at which the population 
has increased over the year. 

Example 12.8 : The annual natural increase, annual net migration, and annual 
mid-year population in 1998 for a region are recorded as 1500,500 and 50000 
respectively. Find the rate of total increase. 

Here, we have 
Annual natural increase = 1500 
Annual net migration = 500 
w d  year population = 50000 

Annual total increase = 1500 + 500 = 2000 

Rate of total increase = x 1000 
50000 

= 40 per 1000 per annum. 

12.5.6 Infant Mortality Rate 

The infant mortality rate is defined as the number of deaths of infants (less than 
one year old) per 1000 live births in a given year. The formula to calculate the 
infant mortality rate is given as: 

Infant mortality rate = 
Axinual infant deaths (6 &les or females or total) 

x loo0 
Annual live births (of males or females or total) 

The infant mortality rate tells us for a given year the chances of a birth failing to 
survive one yeai life. The infant mortality rates can be calculated separately for 
males 1 and females. 

Example 12.9 : In 1997 for a small town the total number of live births and infant 
deaths among females are recorded as 3000 and 25 respectively. Find the infant 
mortality rate among females. 

Here, we. have 

Annual live female births = 3000 
Annual infant deaths = 25 
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Infant mortality rate = 15 
x 1000 

3000 

= 8.33 per 1000 per annum 

Check Your Progress 2 

The provisional estimates of crude birth rate, crude death rate, natural growth rate 
and infant mortality rate in India for the year 1997 are as follows: 

Source: Sample Registration System Bulletin, October 1998 

Vital Rate 

Birth rate 

Death rate 

Natural growth rate 

Infant mortality rate 

Observe that all the vital rates are higher in rural areas than in urban areas. Write 
one most sipficant reason for each of the following: 

1) The birth rate in rural areas is high because 

2) The death rate in urban areas is low because 

..................................................................................................................... 

..................................................................................................................... 

..................................................................................................................... 

..................................................................................................................... 

Urban 

21.5 

6.5 

15.0 

45 

Total 

27.2 

8.9 

18.3 

7 1 

3) The infant mortality rate in rural areas is high because 

..................................................................................................................... 

..................................................................................................................... 

Ru~al 

28.9 

9.6 

19.2 

77 

12.6 LIFE TABLES 

The life expectancy is defined as the average number of additional years a person 
could expect to live if the current mortality trends continue for the rest of that 
person's life. A life table is a tabular display of life expectancy and probability 
of dying at each age or age group for a given population, according to the age- 
specific death rates prevailing at that time. 

The life table gives us an orgaised complete picture of a population's mortality. 
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We can explain it with an example. We start with a group (usually called cohort) 
of 100,000 female births and estimate the number which will survive to every age 
or age group, if they are subjected to the existing mortality conditions. We can 
say, for example, that out of 100,000 initial female births 95,000 will reach the 
age of 15 years, 92,500 the age of 25 years and so on, and the mean age at which 
all 100,000 will die is 72 years. 

The construction of a life table is a simple process. It involves the following steps 
that are repeated for each age group. 

9 Age interval (x to x + n): The period of life between two exact ages. The 
exact age (x) represents the lower limit of each age interval, beginning with 
0 and incrementing to 1, 5, 10, 15 and so on upto 100+ (which is an open 
interval). The first and second age groups are usually '<I ' and '1-4' and 

. the last age group is 'loo+' whereas the rest of the age groups are of equal 
size, like '5-9', '10-14', 15-19 ,....... '95-99'. 

1 Width of the age interval (nx) : This is the number of years in the age interval 
(x to x+n). Usually, the first value is 1 (interval <I), the second 4 (1-4) q d  

e remaining values are 5 (5-9, 10-14, ....... 95-99) with the exception of the 
value which is again taken as 1 (1 OW). 

umber of deaths recorded in the age interval (dx): This cn l im  ~ r e s ~ l t s  
t e number of persons dying in that age group during the year correspondmg " ", 
to the life table. 

iv) Number of persons in the age interval (Px): This column indicates the 
number of persons in the age interval during the year corresponding to the 
life table. 

v) Separation factor ("ax): This represents the average number of years lived. 
by those who die between ages x and x+n. Although, it is necessary in 
calculations, this factor is not typically presented as a column of the life table. 
Each person living in the interval (x to x+n) has lived x completed years plus 
some fraction of the interval (x to x+n). In a complete life table, a value 0.5 
(that is, half of one year) is valid from the age of 5 years. For a simpler . 
calculation, it is assumed that those who die in the 5 year age intervals of a 
life table live on average 2.5 years. However, remember that the value of 
the fkaction depends on the mortality pattern over the entire interval and not 
the mortality rate for any single year. In addition, since a large portion of infant 
deaths occur in the first few weeks of life, this value is much smaller in the 
<1 and 1-4 age groups. 

Similarly, the death rates in the last three groups (namely, 91-94,95:99, and 100+) 
are very high. Therefore, the value of the separation factor is small in the age 
group 91-94 and 95-99. In the last age group (loo+) since the death is certain 
we have taken the separation factor as 1. 

Calculation of the separation factor is easy if the date of birth and date of death 
are available. For the purpose of constructing a life table the separation factor 
will be given in the table. When they are not, values from model life tables,.such 
as those tabulated by Coale and Dernney shown in Table 12.1 can be utilised for 
and the rest are taken as 0.5 years for every year in the group intervai (that is 
2.5 in year interval). 
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Source: Coale, Ansley J. and Demeny P. (1966) Regional Model Lfe Tables and Stable 
Populations, Princeton University Press. 

Notes: (1 ) Iceland, Norway and Switzerland; (2) Austria, Czechoslovakia, North-central Italy, 
Poland and Hungary; (3) South Italy, Portugal and Spain; (4) Rest of the World. 

vi) Central mortality (,Mx) : This column results from dividing the number of 
deaths in the age interval x to x+n (column dx) by the number of people in 
this age group (column Px). 

Separation factor for age <1 

Zones Men Women Both 
sexes 

lnfant North (1) 0.33 0.35 0.3500 
Mortality East (2) 0.29 0.31 0.3100 
Rate South (3) 033 0.35 0.3500 
N.100 West (4) 0.33 0.35 0.3500 

lnfant North (1) 0.0425 0.05 0.0500 
1 Mortality East (2) 0.0025 0.01 0.0100 

vii) Probability of dying between the ages x and x+n ( q ): The probabilities 
of dying are calculated based on the age-specific mor&i& rates for each age 
group. This column is interpreted as the probability of dying between the ages 
for the person who has survived upto age x. For the last age group of the 
table, where death is unavoidable, the probability of dying is 1. For other 
age groups, the calculation is more complicated. The formula for calculation 
is given below: 

Separation factor for ages 1-4 

Rate 
<0.100 

viii) Probability of survival between the ages x and x+n (,pJ: It is interpreted 
as the probability of a person who reaches age x to reach the exact age x+n 
alive. The formula for calculation is given below: 

Since it is 1 - ,qx, we normally do not show this as a separate column in 
the life table. 

Both 
sexes 

1.5700 
1.3240 
1.2390 
1.3610 

1.7330 
1.4870 
1.4020 
1.5240 

Men 

1.558 
1.313 
1.240 
1.352 

1.859 
1.614 
1.541 
1.653 

South (3) 
West (4) 

ix) Survivors to exact age x Ox): This column indicates the number of persons 
living in the age group x to x+n out of the initial cohort which is usually taken 
as 100,000. 

Women 

' 1.570 
1.324 
1.239 
1.361 

1.733 
1.487 
1.402 
1.524 

x) Deaths between the exact ages x and x+n (ndx) : This is calculated using 
the following formula. 

0.0425 
0.0425 

xi) Number of years lived by the total of the cohort of 100,000 births in 
the interval x to x+n (,Lx): Each member of the cohort who survives the 
interval x to x+n contributes n years to L, while each member who dies in 
the interval x and u+n contributes the average number of years lived by those 

0.05 
0.05 

0.0500 
0.0500 
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- 
who die in th~s  period (that is, the separation factor of deaths "ax). nLx is 
calculated using the following formula. 

xiii) Total years lived after exact age x (,Tx): This number is essential for the 
calculation of life expectancy. It indicates the total number of years lived by * 
the survivor ,,lx betweenathe anniversary x and the extinction of the whole 
generation. The value of the h t  row of nTx is the total number of years lived 
by the cohort until death of its last component. 4 

T = Sum of nLx (from last row of nLx to the current row of .LX) n x 

xiii) Life expectancy at age x dex) : Among all the indicators provided by the 
life table, the most widely used is the life expectancy (nex) which represents 
the average number of years lived by a generation of newborns under given 
mortality conditions. 

Table 12.2 below provides the basic information required for construction of a 
life table. The data pertains to Indian females in 2000. Let us construct the life i 
table. 

Table 12.2 : Basic Information 1 

Number of 
deaths(dx) 

78847 1 
430704 
137870 
69159 

10005 5 
1 19360 
1 16085 
109226 
102540 
124848 
150315 
172910 
226553 
288036 
354148 
368365 
335430 
252665 
130278 
42440 

Number of 
people(Px) 
11655599 
44728827 
54725561 
52128201 
48475620 
42745630 
39848328 
35983667 
3 1934500 
27744053 
23 125487 
19212249 
16258203 
13715985 
108 13430 
75543 10 
46 15527 
2332329 

817817 
183658 

i 

All ages 
1 

4 

Source : World Health Organisa o i 
Using the formul~  qven  c~r; ;dr  the following life table i s  constructed. i 

1 
I 

nx Separation 
factor (,,ax) 

1 0.1 
4 1.6 
5 2.5 
5 2.5 
5 2.5 
5 2.5 
5 2.5 
5 2.5 
5 2.5 
5 2.5 
5 2.5 
5 2.5 
5 2.5 
5 2.5 
5 2.5 
5 2.5 
5 2.5 
5 2.5 
5 2.5 
5 2 
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Table 12.3 : Life Table Vital Statistics 

Life expectancy always decreased fiom the first row of the table to the last row, 
w~th  the exception of the second row and sometimes the third row (age group/ 
5-9). which can be greater than the first row (age group/<l) in countries with high 
infant mortality. It is generally observed that for i, given population, life expectancy 
is greater in women than in men and overall life expectancy shouldbe approximately 
between the two. However, in countries where the maternal mortality is high and 
general living conditions of women are worse, life expectancy among women is 
lower than men. 

- 

12.7 APPLICATIONS OF LIFE TABLES 

The life table is widely used in demographic, actuarial, social and health studies. 
The principal objective of a life table is to calculate life expectancy at birth and 
at other ages. However, life table provides interesting demographic data which 
have various applications. In this section you will leam the applications of the life 
table. 

12.7.1 Calculation of Probability of Surviving and Dying 

Wh~lc constructing life table you have learned thal ,,q, tells us theprobability of 
d ~ l n g  between the two ages (x, x+n) for the persoil who has survived upto agc 
u For example, let us consider the row corresponding to age group 30-34 years 
in Table 12 3. The probability of dylng (females) between the ages 30 to 34 year 
of age who has survived upto 30 years of age is 0.01 506 (-qv). That means out 
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of every 100,000 Indian females who have survived the age of 30 years, 1506 
(= 100,000 X 0.01506) will die between the age 30 and 34 years. Secondly, 
p tells us the probability of living between the two ages (x, 30-34 years/x+n) , 

n x 

for the persons who has survived upto age x. For the age group the probability i 
of survival is 1-0.01506 = 0.98494 cqx). That means out of every 100,000 Indian 
females who have survived the age of 30 years, 98494 will survive in the age group 
30-34 years. 

Thirdly, we can calculate the probability at birth of a person dying between ages 
0-4 years. This is given by the number of original births dying (ndx) between the 
ages 0 4  years, divided by the number of origmal births (usually lOQ000). In our A 

example, ndx = 1281 and the probability is 0.0128'1(- 1281/100000). This 
probability tells us that on an average out of every 100,000 f m e  births in lndia 
(subject to mortality in 2000), 1281 females will die between the ages 0-4 years. 

12.7.2 Uses in Actuarial Science 
i 

The life tables have significant applications in actuarial science especially in the field 
of life assurance. Life tables form the basis for determining the rates of premiums 
necessary to various amount of life assurance. Life tables provide the actuarial 
science with a sound foundation, converting the insurance business liom a mere 
gambling in the human lives to the ability to offer well calculated safeguard in the 
event of death. 

Actually, the calculations involved in the fixation of premium amounts in life 
assurante are very complex, but the underlying principles are simple. Let us . 
consider' a few examples. 

Example 12.10: According to mortality conditions in India for the year 2000, 
what m u a l  premium would an Indian female have to pay on a whole life policy 
worth Ra. 100,000 if this life was assured at birth, assuming that the assurance office 
earns no income on its h d s ?  

Let the premium be Rs. x per annurn. Since a female on the average can be 
expected to live 62.7 years, over her life time she will have paid Rs.x X 62.7 
in premiums. This will have to be equal to the value of the policy Rs. 100000. 
Therefare, Rs. x X 62.7=100000 and x = 100000/62.7 = Rs.1594.90. 

Example 12.11: In the above example if the policy was taken at the age of 25 
years, then find the annual premium. 

If the pollicy was taken at age 25 then the total premiums paid will be Rs. 
x X 46.9 for 46.9 years expectation of life at 25 years age. Then the annual 
premium must be x = 100000/46.9 = Rs.2132.20. 

Example 12.12: In example 12.10 if the policy is an endowment policy, taken 
at 30 years of age and payable upto 50 years of age or prior deaths. What is 
the annual premium to be paid? 

If the policy is an endowment policy, taken out say at 30 years payable upto 50 
years or *or death, we should proceed on a some what different method. From 
Table 12,3 we know that 850155 (Jx) survivots at age 30 live 1600529.5 
(4 15338.6+40742 1 +396396. I t38 1373.8 (*Lx] years between ages-of 30 and 
50. Comuently, on the average a total ofRs. x X (1600529.5B5015) premiums 



will be collected and hence the annual premium must be Rs. 100000 + 18.83--- 
Rs. 5310.67. 

12.7.3 Other Applications of Life Tables 

Apart fiom its uses in insurance life tables is useful in undertaking comparative 
analysis of mortality conditions across countries or regions. We discuss some of 
the applications of life tables below: 

i )  Calculation of mortality due to specific causes: Life tables for different 
groups of population like sex (maldfemale), age distribution (different age 
groups), religion, region are calculated for comparisons. The mortality statistics 
may prompt us to find the specific causes of deaths in different groups of 
population. 

ii) Comparison of mortality conditions: The life expectancy at birth and other 
ages are the best indices of mortality. These indices considerably vary fiom 
place to place and time to time. Over time, in mast countria, the life expectancy 
has increased steadily due to improved health fwilities. As you have already 
learned the female life expectancy is higher than male expectancy except where 
the female maternal mortality is high. Table 12.4 below explains the life 
expectancy fo: males and females in some selected countries. 

Table 12.4: Life Expectancy at Birth: Selected Countries - 1999 

Males Females 
years years 

Australia(a) 
Canada 
h a  
France 
Gennan y 
Hong Kong (SAR of China) 
India 
Indonesia 
Italy 
Japan 
Korea, Republic of 
Netherlands 
New Zealand 
Papua New Guinea 
Singapore 
United Kingdom 
United States of America 

(a) Reference period for Australia is 1998-2000. 

Source: Deaths, Australia (3302.0); United Nations Development Programme 2000. 

iii) Population projections: The life tables have also been used in preparation 
of population projections by age and sex. Thdis, in estimating what the size 
of the population will be at some future date. 

12.7.4 Limitations of Life Tables 
I 

Life tables are based on demographic ddta collected from sources such as census 
and SRS. Therefore. life table estimates have all the disadvantages of anv statistical 

Vltrl Strtistlcs 
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measure based on population censuses and vital records. Data on ages and 
mortality registration may be incomplete or biased. Infaht mortality weighs heavily 
on life expectancy, which means that under-reporting of this indicator, a habitual 
fact in many countries, can have an important effect on,the results of the tables. 
Also, important differences in specific agehex groups with high mortality may be 
overlooked, since this would have little effect on the overall life expectancy. 

Constructing life tables for small populations, at the local or sub-regional level, is 
generally not recommended, since migratory movements affect the population 
structure more than at the regional or national levels. In these cases, a very small 
number of deaths can be obtained, which may produce imprecise calculations of 
the table's columns. 

Check Your Progress 3 

Read the life Table given in Table 12.3 in the text. Now interpret the values in 
the life table by answering the following questions. 

1) What is the probability of a female child in India in 2000 would die before 
reaching 1 year of age? 

2) How many years is a female born in 2000 in India expected to live? 

3) What is the probability of dying of a female between 15 and 20 years of age? 

4) What is the mortality rate between 15 and 20 years of age? 

5) What is the probability that a female reaching 15 years of age reaches 20? 

6) How many additional years is a female between 15 and 20 years of age in  
2000 in India expected to live? 

12.8 LET US SUM UP 

Vital statistics is mainly concerned with births and deaths. The reliability of vital 
rates depends upon the effectiveness of the registration system. Incompleteness 
of registration of births and deaths, in spite of the laws, has made it difficult to 
give a correct picture of birth and death rates. 

Life tables present the mortality and survival experience of a whole population and 



pennit evaluation oi its aff'ect on specific groups and over different periods. It is 
a s~mple ~nstrument that is easily constructed with data collected routinely. 

It is important to keep in mind that life tables are constructed based on population 
data fi-om censuses and mortality registries. Therefore, the quality of the data aEects 
the validity of the life table. 

Vital Statirtlcs 

12.9 KEY WORDS 

Cohort 

Rate of,Natural increase : 

Migration 

Mid-year population 

Infant mortality rate 

Life expectancy 

Actuarial Science 

Natural Increase 

A group of people sharing a common demographic 
experience who are observed through time. For 
example, the birth cohort of 2003 is the people 
born in that year. 

The rate at which a population increases in a given 
year because of surplus of births over deaths 
expressed as per 1000 of the population. TZus 
excludes migration. 

The movement of people across a specified 
boundary for the purpose of establishing a new or 
semi permanent residence. 

It is the average of end-year estimates. For 
example, the mid-year population of 2003 will be 
the average of the population as on 3 1 st December 
2002 and 3 1 st December 2003. 

The number of deaths of infants below one year 
old per 1000 live births in a given year. 

The average number of additional years a person 
could expect to live if the current mortality trends 
continue for the rest of that persons', life. 
Frequently we use life lexpectancy at birth. 

Actuarial Science is concerned witfithe application 
of mathematical and statistical methods to finance 
and insurance, particularly where this relates to the 
assessment of risks in the long term. In actuarial 
science we compute the insurance risks and 
premiums. 

The surplus of births over deaths in a population 
in a given period of time. 
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12.11 ANSWERS OR HINTS TO CHECK YOUR 
PROGRESS EXERCISES 

Check Your Progress 1 

1) 
Year 

1950 

1966 

3) The estimated mid-year populations using linear interpolation method are slightly 
less than the method using compound growth rate method. 

Mid-year population 

40.03 

51.14 

59.46 

76.44 

97.05 

Year 

1954 

1966 

1973 

1985 

1998 

4) See Section 12.2 and answer. 

5) See Section 12.3 and answer.. 

Mid-year population 

39.88 

50.81 

59.07 

75.85 

97.08 

Check Your Progress 2 

I )  The birth rate in rural areas is hgh because of the lack of awareness among 
the people on the family planning methods and its need. 

2) The death rate in urban areas is low because of the improved health facilities 
in towns and cities. 

3) The i n h t  mortality rate in 4 areas is high because of the lack ofhealth fkilities 
in rural areas and malnutrition among mothers. 

Check Your Progress 3 

1) The probability for a female under 1 to die in India'in 2000 (,qJ is 0.06377. 

2) The number of years that a female born in 2000 in hdia expected to live (, e,,) 
is 62.68 years. 

3) The probability of a f d e  dying between 15 and 20 years of age group (,ql,) 
is 0.01027. 

4) The mortality rate between 15 and 20 years age group (,MI,) is 0.00206. 

5) The probability that a female in the 15-19 age group reaches 20-24 years age 
group (,q,,) is 0.98973. 

6) The life expectancy of a female in the age group 15-20 years in 2000 in hdia 
(,,e,,) is 55.63 years. 
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13.0 OBJECTIVES 

After going through this unit you should be in a position to: 

explain the concept of probability; 

. explain the laws of probability including Bayes' Theorem; and 
solve numerical problems in probability and mathematical expectations. 

13.1 INTRODUCTION 

. Oft& we make statements like 
/-- 

It may rain tomo'riow. 

There is a fair chance that Team A wins the match. 

It cs unlikely that Mr. X becomes the President. 

Mr. Y probably met Mr. 2. 

We can see that all these statements are characterised by an element of uncertainty. 
For example, in tlie first statement, we are not sure that it will rain tomorrow. 
Similarly in the last statement, we exactly don't know whether Mr. Y met Mr. Z 
or not. 'Any statement, in which there is an element of uncertainty about the 
occurrence 0f some event, is called aprobability statement. Thus, all the above 
statements are probability statemknts. 

Suppose in connection with the first probability statement, one asks 

How much is the chance of rain tomorrow? 

We may have to come out with an answer like 

There is a 75% chance of rain tomorrow. 
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Now, we are not only making a probability statement but also giving a relative 
measure for the degree of certainty (and implicitly that of uncertainty) associated 
with the event of rain tomorrow. Thus, the degree of certainty of rain is given a 
relative value of 75% and at the same time the uncertainty associated with rain 
is implicitly given a relative value of 25%. Suppose, we have a scale to measure 
the degree of certainty. In this scale the degree of certainty will vary h m  0% to 
100%. This scale also implicitly measures the degree of uncertainty. Thus, if one 
is sure about the non-occurrence of an event, it will have 0% chance or certainty. 
At the same time, it will have 100% non-chance or uncertainty. Similarly, if one 
is,sure about the occurrence of an event, it will have 100% chance or certainty 
and 0% non-chance or uncertainty. However, we should note here that both the 
statements of 1W/o occurrence (so, 0% non-oc ce) and 0% o c c m c e  (so, 
100% non-occurrence) of an event-are state 3X"" ents without any element of 
uncertainty and hence, in a strict sense, are not probability statements. 

The relative measure of the degree of certainty with which an event'can occur can 
be termed as theprobability of the event. Conventionally, this degree is measured 
relative to 1. Thus, a 30% chance of the occurrence of an event will have a 
probability of 0.3. Similarly,% ?-!?%chance of rain tomorrow can be stated as: 

The probability of rain tomorrow is 0.75. 

A relevant question is: How can we obtain the probability of an event? In the next 
section, we shall deal with this question. 

13.2 DEFINITION OF PROBABILITY 

It is clear that the problem of obtaining the probability is essentially a problem of 
measuring the degree of certainty of occurrence or non-occunence of an event. 
Mathematicians have had different perceptions about the degree of certainty of 
an event and accordingly various definitions of probability have been given. These 
definitions suggest procedures for obtaining the probability of an event. In this Unit, 
we shall consider three such definitions. They are: (i) the chsical or mathematical 
definition, (ii) the relativefiequency definition or the statistical definition, and 
(iii) the modern definition or the axiomatic approach to probability. 

13.2.1 Classical Definition 

The classical definition of probability is based upon certain concepts. Let us h t  
understand these. 

a) Statislical experiment - An experiment having more than one possible 
outcome is called a statktical experiment. A statistical experiment is also known 
as a trial. Thus, tossing a coin to see whether it results in a head or a tail 
is a trial. Certain statements implylng more than one possible situation can also 
be termed as trials. 'For example, all the four statements given at the beginning 
of Section 13.1 are trials or statistical experiments. 

b) Event - A possible outcome of a trial is called an event. Thus, head is an 
event that may result from tossing a coin. Similarly, the occurrence qf five or 
the occunence of an odd number is a possible event of the trial of h w i n g  
a dice. The latter example indicates that an event may consist of one or more 
possible outcomes of an experiment. The event of getting an odd number, in 
fact, consists of three possible outcomes of rolling a dice. We should n&e 



that km event .consisting of only one possible outcome is often called an 
elenfentary event. 

Exhaustive events - A set of events is said to-k'exhaustive, if it includes 
all possible outcomes of a trial. For example, the tossing of a coin can result 
in either a head or a tail and nothing else. Thus, the set {head, tail) is an 
exhaustive set of events associated with the trial of tossing a coin. Consider 
another example. We know, a dice has six sides and each side has dots that 
vary from 1 to 6. When the dice is thrown, it shows up a side with a given 
number of dots. If the occurrence of a side with a given number of dots is 
an event, the set {1,2,3,4,5,6), where each number represents tbe number 
of dots on a side of a dice, is an exhaustive set of events. The number of 
elements in an exhaustive set of events is known as the number of cases of 
the trial. 

Favourable events - Such cases that support the occurrence of an event 
are said to be cases favourable to that event. Suppose a dice is thrown to 
see if it shows up a face with an even number of dots. In this trial, the sides 
with 2,4 and 6 dots are all cases that favour the occurrence of the event of 
a side with an even number of dots. 

Equally likely events - If in a trial, the chance of the occurrence of any 
possible event is the same, the events are said to be equally likely. Suppose 
a dice is thrown. If we feel that each of the six sides has an equal chance 
to show up, the possible six events are then equally likely. 

Mutually exclusive events - If in a trial, the occurrence of an event rules 
out the simultaneous occurrence of any other possible event, the events are 
said to be mutually exclusive. We know, the toss of a coin results in either 
a head or a tail. Thus, the events of a head and a tail in the toss of a coin 
are mutually exclusive. 

Now we are in a position to understand the classical dehition of probability. The 
definition states: 
l If a trial can result in n mutually exclusive, equally likely and exhaustive 

outcomes and out of which m outcomes are favourable to an event A, the 

m 
probability of A, denoted by P(A), is then P(A) = -. 

n 

It is clear that if A is an impossible event, that is, none of the n possible outcomes 
favours the occurrence of the event A, we have m = 0. The probability of A in 
. - . .. - - m 0 
that caseis P(AJ=- - -=O 

On the other hand, if A & a certain event, that is, al1.of the n possible outcomes 
favour the occurrence of the event A, we have m = n. The probability of A in 

m n 
that case is P ( A ) = - = - =  1 . n 

We shall now conqider some applications. of the classical definition for the 
computation ofprobability. 

Example 13fl What is the probability of getting a head in the toss of a fair coin? 

We k n ~ w  .that the toss ,of a coin can result in either a head or a tail and 

Elementary Probablllty 
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nothing else. Hence, these two events constitutes a set of exhaustive events. 
If the toss results in head, it simultaneously camot result in tail and vice versa 
Thus, the two events are mutually exclusive. Fhally, if we have nothing to 
suspect the behaviour of the coin, both head and tail have the same chance 
of occurrence in the toss. So, the two events are equally likely. In this way, 
when all the conditions of the classical deiinition are satisfied, we can proceed 
with the solution of the problem. 

The number of exhaustive outcomes n = 2 (head &d tail) 

The number of outcomes favouring the required event (head) m = 1 

m 1 
If P (H) is the probability of the occurrence of head, then P(H) = - = - 

n 2 

From now onwards, we shall proceed straight with the solution. However, you 
&uld satis@ yomlves that all the d t i m s  of the classical definition are satisjied. 

Eqample 13.2 A fair dice is thrown. What is the probability that either 1 or 6 
wiil show up? 

A dice has six faces with l,2,3,4,5 and 6 dots printed on them and any 
one of these faces will show up when the dice is thrown. Thus the number 
of exhaustive outcomes n = 6. Now, the face with 1 dot favours the r e q d  
event and the face with 6 dots also satisfies the requid event. So, the number 
of outcomes favouring the required event is m = 2. If P(l or 6) is the 
probability of either 1 or 6 then 

a Example 13.3 An unbiased coin is tossed twice. What is the probability of getting 
a head at least once? 

If H stands foi Head and T stands for tail, there are four possible outcomes. 
They are (H, H) (H, n- (T, HI (T, T) 
Thus, n = 4 here and the n k b e r  of outcomes favourable to the required 
event of at least one head, in = 3. Hence 

m 3 
P (at least one head) = - = - 

n 4 

Limitations of the Classical Definition 

The classical definition has some serious drawbacks. They are: 

a) The classical definition can be applied only if various outcomes of the trials 
are equally ligely or equally probable. But in practice the outcomes need not 
be alwaJ.*;+aily likely. For example, if a coin is biased in favour of head, 
the classical definition fails to give the probability of a head or a tail. 

6) The classical definition is valid for a finite number of outcomes of a trial. It 
fails when the number of outcomes becomes infinity. In fact, even ' the case 
of a finite number of outcomes, it ?y not be practically feasible to l$umerate 
all the cases. 

c) The classical definition is 'circular' in the sense that while defining probability, 
the definition uscs the term 'equally likely' wh&h presuppow the knowledge 
of the concept of probability. 



Check Your Progress 1 

1) A box contains 4 white balls and 6 red balls. A ball is drawn without looking 
into the box. What is the probability that it is a white ball? 

i 
I 2) A six-faced dice is thrown. What is the probability of getting an even number? 

................................................................................................................... 
3) A coin is tossed twice. What is the probability of getting either two heads 

or two tails? 

i ................................................................................................................... 
4) A card is drawn from a pack of 52 cards. What is the probability of not getting 

a king? 

13.2.2 Relative Frequency or Statistical Definition 

I Another definition that has often been used is the relative frequency definition of 
I probability. If we repeat a trial and observe the occurrence of an event, we shall 

see that as the number of trials is progressively increased, the ratio of the number 
I of times a particular event occurs to the total number of trials tends to stabilise 

at a particular value. Now, the number of times an event occurs is its frequency 
and when this frequency is divided by the total number of trials, we get the relative 
fi-equency of the event. Thus in other words, when the number of trials becomes 
sufficiently large, the relative frequency of an event tends to a limit. According to 
the relative frequency definition, this limiting value is the probability of the event 
under consideration. Suppose, we repeat the experiment of tossing a coin and 
observe the number of times head occurs. We shall find that as we increase the 
number of tosses from say, 10 to 100 to 1000 to 10000 and so on, the relative 

i 1 
i frequency of head will gradually stabilise at - . Thus, the probability of head in 

2 

the toss of a fair coin is I. 
2 

Mathematically, if n is the total number of trials out of which, an event A occurs 
m times, the probability of A 

13.2.3 Axiomatic Approach to Probability 

The main limitation of the classical as well as the relative frequency definitions is 
that these definitions preclude a rigorous mathematical treatment of the subject of 
probability. This limitation has been taken care of in the modern de f~ t ion .  

Before presenting the modem or axiomatic definition, it is necessary to grasp the 
following concepts. 

Elementary Probability 
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a) Sample Space -- It is the set of all possible (or exhaustive) outcomes of a 
trial. The sample space of a trial can be denoted by S and is given by S = 

{e,, e,, . .., en), where, e,, e,, ..., en are n elementary events. 

If the trial consists of tossing a coin, then the sample space will be S = (H, 
T). Similarly, when a dice is rolled, the sample space is given by S = {1,2, 
3, 4, 5 ,  6 ) .  
The elements of a sample space can also be orderedpairs. For example, 
the sample space of the simultaneous toss of two coins is S = { (H, H), 
(H, T), (T, H), (T, T) ) .  Further, a sample space can befinite or infinite 
depending upon whether it consists of finite or infinite number of elements. 

b) Event - An event is any subset of sample space. For example, if A denotes 
an event that an odd number appears on a dice, then A = {1,3,5). Again, 
the event of the occurrence of at least one heacl when two coins are tossed 
simultaneously is given by, say, B = { (H, H), (H, T), (T, H) ). 

c) Occurrence of an Event - An event is said to have occurred whenever 
the outcome of a trial belongs to the relevant event-subset. Thus, when we 
roll a dice and get 1, we say that-event A has occurred. Based upon this, 
we can say that the sample space of a trial is certain to occur. 

Accordmg to the modem definition, the probability of an event A, denoted by P(A) 
is a real valued setfinction that associates a real value P(A) corresponding to 
any subset A of the sample space S. 

In order that P(A) is the probability of an event A, it must satisfy the following 
restrictions. These restrictions are also known as the axioms ofprobability theov. 

1) The probability of an event A, in a sample space S, is a non-negative real 
number less than or equal to unity, i.e., 0 2 P(A) 5 1. 

2) The probability of an event, that is certain to occur, is unity. Since S is certain 
to occur, this implies that P(S) = 1. 

3) If A,, A, and A, are mutually exclusive events in a sample space S, then 

The above relation can be generdised to any number of events. 

We should note that in the sample space S = {e,, e,, . . ., en), the elementary 
events, el, e,, . . ., < are mutually exclusive. Thus on the basis of the third axiom, 
we can say that 

Verbdy, the probability of sample space is equal to the sum of the probabilities 
of its elementary events. In a similar way, we can state that the probability of an 
event is equal 'to the sum of its elementary events. Thus', to find the probability 
of an event, we must know the probability of the occurrence of its elementary 
events. This can bd done in any of the following three ways. 

1) In the absence of any information regarding the occurrence of various 
elementary events, it is reasonable assume them to be equally likely. Thus, 
we can assign equal probability to each of the elementary events. 

Since P(S) = C P(ei) =l , therefore 
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If there are m elementary events iri the event A, then 

m number of elements in A =-= 
n number of elements in S 

This is nothing but the classical approach to probability. 

2) Another way of assigning probability to various elementary events is to perform 
an experiment a large number of times. The relative frequencies of various 
elementary events can be taken as their respective probabilities if n is sufficiently 
large. This method uses the statistical definition of probability discussed before. 

3) The probabilities of various elementary events can also be assigned by the 
person performing the experiment, on the basis of her experience and 
expectations. For example, one may ask you to specifL the probability of rain 
today. You may be tempted to specify a higher value, say 0.8, if the day falls 
in the rainy season and so on. This approach to probability is particularly usefbl 
to managers engaged in taking various business decisions. 

In practice we encounter many situations which involve a combination of events. 
In such situations we need to combine the probabilities of these events. In this 
context, we discuss two important laws of probability below. 

13.3 PROBABILITY LAWS 

Before considering various probability laws, let us be familiar with certain notations. 

a) If A and B are two events, then P(AuB) or P(A+ B) denotes the 
probability that either A occurs or B occurs or both occur simultaneously. It 
can also be interpreted as the probability of the occurrence of at least one 
of the two events A and B. The symbol u above represents 'union' between 
two events. (Read AuB as 'A union By). 

b) P( A n B) or P(AB) denotes the probability of thesimultaneous occurrence 

of both A and B. (Read A n B  as 'A intersection B'). 

c) P(A / B) denotes the conditional probability of the occurrence of A given. 
that B has already occurred. 

13.3.1 Addition Law 

This law states that the probability of the occurrence of at least one of the two 
events (i.e., either A or B or both) is equal tithe probability ofA plus the probability 
of B minus the probability of both A and B. 

Using notatio IS, we can say 
P(AvB)= . A)+P(B)-P(A~B)  . . .(13.1) 

We discuss .. w the modification to (13.1) in certain special cases, 

a) Mutua - I rclusive &vents: Now suppose, A and B are mutuallyexclusive, 
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that is, the occurrence of A precludes the occurrence of B and vice versa; 
then, the two events cannot occur simultaneously and P(A n B) = 0 . Thus, i 
for two mutually exclusive events A and B, probability of the occurrence of ' 
either A or B is equal to the probability of A plus the probability of B. 

b) Exhaustive Events: Again, if A and B are the only possible outcomes of a 
trial (i.e., A and B are exhaustive events), then the occurrence of either A or 
B is a certainty. We know that the probability of a event that is certain to occur 
is 1. Hence, in that case 

or P(A u B) = P(A) + P(B) = 1 (when A and B are mutually exclusive) 

c) Complementary events: Suppose A is a possible outcome of some trial. It 
is then clear that the trial either results in the occurrence of A or the non- 
occurrence of A. Thus, A and 'not A' exhaust all the possible outcomes of 

any trial. So, if 2 (Read as 'A-bar') denotes 'not A', we have 

Here, 2 is called complement to the event A. Thus, the sum of probabilities 
of any event and its complement is always equal to 1. 

13.3.2 Multiplication Law 

This law states that the probability of the simultaneous o c c m c e  of the two events 
A and B is equal to the product of 

i) the probability of A and the conditional probability of B given that A has already 
a occurred 

or 

n tbe probability of B and the conditional probability of A given that B has already 
occurred. 

In symbols, 
P ( A n  B) = P(A).P(B/ A )  = P(B). P(A/ B) . . .(13.2) 
Using the multiplication law, we can find the conditionalprobabilities 

and 

In the case of multiplication law, certain modification is required for independent 
events. 

Suppose the occurrence of B does not depend upon the occurrence of A 
and vice versa, then the two events A and B are said to be mutually 
independent. In this case the two conditional probabilities P(B I A) and 

P(A1 B) are equal to their respective non-conditional simple probabilities. 
Hence, for independence 



P(BI A)  = P ( B )  and 

P(AI B )  = P(A)  

Thus, for two independent events A and B, the probability of their 
simultaneous occuirence is the product of their respective probabilities. 

Let us now consider some examples on the application of the probability laws. 

13.3.3 Applications of probability Laws 

Let us work out some problems so that you get a fair idea of the application of 
the above mentioned probability laws. 

Example 13.4 A dice is thrown. What is the probability of getting either 1 or 6? 

It is clear that in a single throw the two events of 1 and 6 cannot occur 
together. Hence, the two events are mutually exclusive. Thus 

Example 13.5 One card is drawn from a pack of 52 cards. The card is not 
replaced in the pack and another card is drawn. What is the probability that both 
the cards are spade? 

Here the first event is drawing a spade and the second event is drawing 
another spade given that the first card is a spade. Thus the second event 
is a conditional event. Let P(A)  be the probability of the first event and 

P(B / A) be the probability of the second event given the occurrence of 

13 1 
the first event. Now, P(A)  = - - - - . When the first card is a spade and 

52 4 
is not replaced, there are 12 spades left in a pack of 51 cads. So, 

12 
P(B / A) = - . Hence, the required probability is 

5 1 

We should note that when the card is not replaced after the first drawing, the two 
events are not independent as the probability of the occurrence of the second event 
depends upon the probability of the occurrence of the first event. 

% 

Example 13.6 One card is drawn from a pack of 52 cards. The card is replaced 
in the pack and another card is drawn. What is the probability that both the cards 
are spade? 

In this example, the card is replaced after the first drawing. Thus, when the 
second card is drawn, there are 13 spades in a pack of 52 cards. As a 
result, the probability of the second card being a spade does not depend 
upon whether the first card drawn is'a spade or not. Hence, the two events 
'are independent here. If P(B) is the probability of the second card being 
a spade, in this case 

Elementary Probability 
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P(BIA)= P(B)=-=- 
52 4 ' 

Thus, the required fiobability is 

, Example 13.7 A dice is thrown. What is the probability of getting a number less 
than 5 or an odd number? 

Let A be the event of a number less than 5 and B be the event of an odd 
number. We should note here that the two events are not mutually exclusive 
as a nurnber can be both less than 5 and an 6dd number. So the required 
probability is obtained by applying the formula 

Now in a dice, out of 6 numbers, there are 4 numbers (l ,2,3,  and 4) less 
than 5. Therefore, 

Again, there are 3 odd numbers (1,3 and 5) out of the possible six numbers. 
So 

Suppose P (B / A )  is the probability of an odd number given that it is less 
than five. Then 

Now 

Thus, the probability of getting a number less than 5 or an odd nurnber is 

2 1 
Example 13.8 If A and B are two events such that P(A) = -, ~ ( x n ~ )  =- 3 6 

and P(AnB) =. i. Find P(B), P(A u B), P(A I B), P(B I A) P(A u B) and 

P(Z n B) . Also examine whether A and B are 

a) Equally likely 

b) Exhaustive 

c) Mutually exclusive 

d) Independent, 



We can write 

l l l L  - P ( ~ U B ) = P ( A ) + P ( B ) - ~ ( x n ~ ) = - + - - - - -  
3 2 6 3  [': P( A) = 1 - P( A)] 

5 1 
f'(2 n 3) = 1 - P(A U B) = 1 - - = - (Using the concept of complementary event) 

6 6 

a) Since P(A) z P(B) , A and B are not equally likely. 

b) Since P ( A u  B) z 1, A and B are not exhaustive. 

c) Since P (An  B) # 0, A and B are not mutually exclusive. 

d) Since P(A). P(B) = P(An  B), A and B are independent. 

Check Your Progress 2 

1) A student takes Mathematics and English tests. His independent chances of 
2 3 

passing the two tests are - and - respectively. What is the probability that 
3 .  4 

a) he passes at least one test? 

. b) he fails in both the tests? 

2) Two cards are drawn from a pack of 52 cards. What is the probability 

a) that both the cards are kings when the first card is replaced before the 
second card is drawn? 

b) that both the cards are spades when the first card is not replaced before 
the second card is drawn? 

3) There are two urns. The first urn contains 7 white balls and 3 red balls. The 
second urn contains 4 white ballsiand 6 red balls. An urn is selected at randod 
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and a ball is drawn. What is the probability that the first urn is selected and 
a red ball is drawn from it? 

1 1 
4) The probabilities that A and B speak the truth independently are - and - 2 3 

respectively. If they make the same statement, what is the probability that the 
statement made by them is a true one? 

13.4 BAYES' THEOREM 

Let A,, A,, and A, be three mutually exclusive and exhaustive events and there 
be an event D which can occur in conjunction with any of them. If D actually 
happens, then the conditional probability of the occurrence of A, (i = 1,2,3) given 
D, is given by 

where 

We should note that the above result can be generalised to any number of mutually 
exclusive and exhaustive events. 

Let us consider some practical applications of Bayes' Theorem. 

Example 13.9 In a factory that produces bolts there are three machines A, B and 
C. They manufacture 25%, 35% and 40% of total output respectively. However, 
5%, 4% and 2% of their respective output are defective. A bolt is drawn at random 
from a day's output and is found to be defective. What is the probability that it 
was produced by (i) machine A, (ii) machine B, and (iii) machine C ? 

Since a day's output consists of the bolts produced by all the three machines, 
the probability that a bolt selected at random is produced by machine A 
is given by P (A) = 0.25. Similarly we have, P (B) = 0.35 and P (C) = 

0.40. Further, let D be the event that the bolt is defective. Since machine 
A produces 5% defective bolts, we have P (D / A) = 0.05. Similarly, P 
(D / B) = 0.04 and P (D / C )  = 0.02. 

Thus 



I 

The probability that the bolt is manufactured by machine A given that it is ' Elementary Probability 

defective 

and 

There is an alternative method you can pursue. You can determine the above 
probabilities by making the following table. The three events A, B and C have been 
renamed as A,, A,, and A, respectively. 

A i 4 4 4 Total 

'(4 ) 0.25 0.35 0.45 1 .OO 

P(D I Ai) 0.05 0.04 0.02 

P ( D n 4 )  0.0125 0.014 0.008 

P(D n A,) P(Ai I D) = 
P(D) 

0.362 0.406 0.232 1.00 

Note that the probabilities P (A,), P (A,) and P (A,), which are known before 
conducting the trial, are known asprior probabilities. The conditional probabilities 
of A,, A,, and A, i.e., P (All D), P (A/ D) and P (A4 D), after the result of 
the trial is known; are termed as posterior probabilities. 

To begin with the analysis of a problem, the manager of a firm assigns probabilities 
to certain events on subjective basis, i.e., based on his experience and expectation 
These probabilities are the prior probabilities. Then the trial is conducted. 
Subsequent to the trial, the prior probabilities are revised on the basis of the 
occurrence of certain event like D to obtain posterior probabilities. Again in the 
next round, these posterior probabilities can be taken as prior probabilities and 
the whole procedure may be repeated to revise the posterior probabilities. Such 
a revision can be repeated a number of times. Generally, after a certain number 
of revisions the posterior probabilities tend to stabilise and the subjective 
probabilities tend to become objective probabilities. Thus, Bayes' Theorem proves 
to be very useful for the analysis of business phenomena. 

Example 13.10 The probability that the product of a company will be su&fbl 
given that the result of the survey is favourable is 0.6 and the probability of its 
being successll with unfavourable survey is 0.3. If the probability that the survey 
shows a favourable result is 0.7, find the probability that (i) the product is successll, 
(ii) the result of the survey is favourable given that the product is successful, and 
(iii) the result of the survey is unfavourable given that the product is successful. 
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Let S denote the event that the product of the company is successfbl and 

F denote the event that the survey result is favourable. Let S and j? be 
the events denoting the negation of the respective events. 

In terms of notations we are given 

P(S I F )  = 0.6, P(S I F )  = 0.3 and P ( F )  = 0.7 

Thus we have 

P(F) = 1 - 0.7 = 0.3 

9 The probability that the product is successfbl is given by 

= P ( F ) .  P(S IF)  + P(F) .  P(S 1 F )  

Not6 that P ( F I  S )  = 1 - P(F 1,s) 
Check Your Progress 3 

1) A talcum powder manufacturing company had launched a new type of 
advertisement. The company estimated that a person who comes across their 
advertisement will buy their product with a probability of 0.7 and those who 
do not see the advertisement will.buy the product with a probability of 0.3. 
If in an area of 1000 people, 70% had come across the advertisement, find 
the probability that a person who buys the product 

a) has not come across the advertisement. 

b) has come across the advertisement. 

2) An insurance company insured 2000 scooter drivers, 4000 car drivers and 
6600 truck drivers. The probability of an accident is 0.01,0.03 and 0.1 5 in 
the respective categories. One of the insured drivers meets with an accident. 
What is the probability that the person is a scooter driver? 

d...............,.,,,.....,........................................................................................ 



13.5 LET US SUM UP Elementary Probability 

In ordinary parlance, probability refers to chawe. In statistics, however, we go 
deeper than this. Here, we not only consider the uncertainty involved in the 
occurrence of an event but also try to quantifL it. Thus, probability is a quantitative 
measure of chance. In this Unit, we have considered three different approaches 
to probability, namely, the classical approach, the relative frequency approach and 
the axiomatic approach. The probabilities of compound events are essentially 
governed by two laws. They are the addition law and the multiplication law. Finally, 
Bayes' Theorem provides a framework for revising the probabilities on the basis 
of the occurrence and non-occurrence of certain events. This revision is very usefiil 
for business decisions. 

13.6 KEY WORDS 

Probability : It is a relative measure for the degree of certainty 
(and implicitly that of non-chance) associated with 
an event. For an event A, the probability varies 
between 0 and 1, that is, 0 I P(A) I 1 

Conditional Probability : If A and B are not mutually exclusive events then 
the probability of B given that A has already 
occurred is known as the conditional probability of 
B given A. It is denoted by P(BI A). 

Independent Events : Two events A and B are said to be mutually 
independent if the occurrence of B does not depend 
upon the occurrence of A and vice versa. 

Complementary Event : If A is an event, then the non-occurrence of the 
event A, denoted by 2 is called complement to the 
event A. The sum of probabilities of any event and 
its complement is always equal to 1. 

Prior Probabilities : The probabilities assigned to various events on the 
basis of the classical definition or statktical definition 
or in a subjective manner are prior probabilities. 

Posterior Probabilities : The revised probabilities of various events are 
known as posterior probabilities. This revision is 
made on the basis of the occurrence or non- 
occurrence of certain events by using Bayes' 
Theorem. 
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14.0 OBJECTIVES 

After going through this unit you should be able to: 

explain the meaning of a random variable; 

explain the concept of a probability distribution; , 

distinguish between a discrete probability distribution and a continuous 
,probability distribution; and 
explain the binomial and the Poisson distributions. 

14.1 INTRODUCTION 

In Unit 13, we discussed about probability of the o c c m c e  of an event. In that 
unit an event was dehed as the set of one or more possible outcomes of a chance 
experiment. The outcomes of such a chance experiment can be related to the 
concept of a random variable. In the present unit, we shall consider probability 
in the context of a random variable and understand the notion of a probability 
distniution. 

Any probability distribution is based upon the behaviour of some random variable. 
In this unit, we shall define a.random variable and distinguish between a discrete 
random variable and a continuous random variable. Thea, in the context of discrete 
random variables, we shall discuss two important discrete probability distributions. 
They are the binomial distribution and the Poisson distribution. 



, 
Y~oi~ , .~ l ) i l i ty  and Probability 14.2 RANDOMVARIABLE 1)1.. it)ution 

Before presenting the formal defjnition of a random variable, let us intuitively try 
to understand the concept of a random variable. As mentioned in the introduction, 
a random variable is related to the outcomes of a chance experiment. Such a chance 
experiment is also known as a random experiment. Let us consider an example. 

Suppose a coin is tossed. There are two possib'le outcomes: a head (H) and a 
tail (T). In the previous unit, we have discussed the concept of a sample space. 
The sample space of this experiment consists of the outcomes head and tail. If + 

S denotes the sample space, then , I 

In this experiment, we are not sure whether a head will result or a tail. This is 
an example of a chance experiment or a random experiment. Now suppose, we 
assign a number 0 to the occumnce of tail (T = 0) and a number 1 to the occWTence 
head (H = 1). Let us define a variable X that refers to the occurrence of an 
outcome. Then the vhable and its possible values can be written as 

However, there is an important difference between this variable and our common 
notion of a variable. Here, the value that the variable takes depends upon the 
outcome of the chance or random experiment that we are considering. In other 
words, we are not sure, whether as a result of the experiment, the variable will 
take the value 0 or 1. We can only attach some probabilities to these values. These 
probabilities depend upon the chances of the occurrence of the different outcomes ' 
of the experiment. If in our example, for instance, the coin is unbiased, the 

1 1 
probability of the occurrence of tail is - and that of head is also - ; because, 

2 2 
both the outcomes have an equal chance to occur. Accordingly, we attach a 

1 
probability of - to both 0 and 1. In the case of the conventional variable, on 

2 
the other hand, no such probability is attached to a value taken by the variable, 

From the above discussion we can say that a random variable is a variable that 
taks  different values with some probabilities. Thus, the variable X referring 
to the possible outcomes of tossing a coin, is example of a random variable. 
We will use the following notations: Let X be a random variable and it assumes 
values xi, x,, x,, ' ..., xn. 

The corresponding probabilities are ply p,, p,, .... p,,. Thus p (X = x,) = P1 

Example 14.1 

Let us consider an experiment of simultaneous tossing of two coins. The sample 
space of the experiment is 

If we define a random variable X as the number of heads obtained, then X = 2 
corresponds to the outcome (H, H); X = l  corresponds to the outcomes (H, T) 



and (T, H); and finally, X = 0 corresponds 'to the outcome (T, T). Thus X can Probab~ I ty  

take three possible values, i.e., 0, 1 and 2. 

x =  (0, 1, 2) 

Example 14.2 

As another example, we consider the roll of a dice. The sample space is S = (1, 
2,3,4,5,6). A random variable Xcan be defined such that it takes a value equal 
to 0 when an odd number appears on the dice and 1 when an even number 
appears. Thus 

In the tossing of two coins experiment, we can.also define a random variable in 
monetary terms. For instance, we may decide to pay a player Rs. 10 if two heads 
are obtained, Rs. 5 if one head is obtained and ask the player to pay Rs. 8 
(i.e., we pay Rs. -8) if no head is obtained. Here X is a random variable denoting 
the amount of payment that can be made to a player. Thus 

A random variable can be either discrete or continuous. 

9 Discrete Random Variable: When the sample space of an experiment is 
discrete, the corresponding random variable will also be discrete, i.e., it will 
take certain isolated values. The random variables discussed above are 
examples of discrete random variable. 

ii) Continuous Random Variable: We know that a continuous variable can take 
any value in an interval. Accordingly, a continuous random variable is defined 
when the accompanying sample space is also continuous. In the next unit, we 
shall discuss the concept of the normal variable which is an example of a 
continuous random variable. 

14.3 PROBABILITY DISTRIBUTION 

Let us begin with a definition of probability distribution. It is defined as a statement 
about the possible values of a random variable along with their respective 
probabilities. 

Let us take a concrete example of probability distribution. In the earlier example 
of tossing two coins, we defined a random variable X as the number of heads. 
Further, X took three values, viz., 0, 1 and 2. ~ s s & n i n ~  that the two coins are 
unbiased, we can write 

1 
P(X = 1) = 1 [i.e., the probability of the occurrence of (H, T) or (T, H)] 

These probabilities along with the corresponding values of the random variable 
written in a.tabular form cocstitute the probability distribution of the random 
variable X where Xis  the number of heads. It is shown in Table 14.1. 
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Table 14.1: Probability Distribution of the Number of Heads 
Obtained in Tossing of Two Unbiased C o h  

1 

Number of Heads Probability 
(x) P(X) 

1 
0 - 

4 

1 
1 - 

2 

1 
2 - 

4 
1 

10 the above example, the events of getting no head (X = O), one head 
( X = 1 ), and two heads ( X= 2 ) exhaust all the possibilities (this means, there 
is no other possible outcome than the above three). Thus, the probability distriiution 
resuiting h m  the above experiment has enumerated all the possible values of the 
random variable X and assigned specific probabilities to them. We can see that 
the sum of these probabilities equals 1. 

bbability distribution can be of two types: Discrete Probability Distribution and 
Continuous Probability Distribution. 

143.1 Discrete Probability Distribution 

We have already seen that the probability distribution for a random variable 
describes how the probabilities are distributed over the values of the random 
yariable. Now, for a discrete random variable, the probability distribution is defined 
by a function calledprobability massfinetion, denoted byp(x). This probability 
mass function provides the probability for each value of the discrete random 
variable. In fact, the probability distribution of the numb= of heads in tossing two 
wins that we have presented in Table 14.1 is an example of a,disc& probability 
distribution. We can consider another example of a discrete probability distribution. 
Suppose we observe the number of children per household in a locality. Here, 
we can consider the number of children as a discrete random variable. A discrete 
probability distriiution for the number of c h i l b  per household can be cchstructed 
by computing the relative fiequencies for the possible values of this random 
variable. Such a probability distribution is shown in Table 14.2. 

Table 14.2: Probability Distribution of the Number of Children per Household 

pu$.the set of ordered pairs [x, p(x)] is called the pkbability-distribution of a 
discrete' rqdom variable X or the discrete probability distribution. 

Number of Children (x) P(X) 

0 0.10 
1 0.15 
2 0.23 
3 0.25 
4 0.14 
5 0.13 

Since the values p(x) are all piobabilities and a value x of the random variable 
will always occur, the probability mass function should satisfjl the following two 
conditions 

I 



1) Probability of an event cannot be negative, i.e., for any value o fX  

2) Probabilities of all possible outcomes sum to unity, i.e., 

Let us work out some problems on discrete probability distribution. 

Example 14.3 

x3 
Is the following a valid probability mass function? p(x) = -, x = -1,0,1 

2 

Let us find out the probability of x, when x assumes the specified values 

(-1, 0 and I). 

When x = -1  

But we know that probability of an event cannot be negative. Thus, the first 
condition of a probability mass function is violated. Hence, the given function 
is not a valid probability mass function. 

Example 14.4 

k 
Given a function ~ ( x )  = - , x = 3 , 4 , 5  k d  k is a constant. Find k such that 

X 

the given function is a valid probability mass function. 

From the given function, we have 

For the satisfaction of the second condition of a probability mass function, we have 

47 
orkv-=1 

60 

60 
o r k = -  

47 

60 
When k = - 

47 

Probability Distributions-I 
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60 
Thus, for k = - , the first condition for a probability mass function is also satisfied. 

47 

14.3.2 Continuous Probability Distribution 

A continuous random variable X has a zero probability of assuming exactly any 
of its values. Apparently, this seems to be a surprising statement. Let us try to 
understand this by considering a random variable say, weight. Obviously weight 
is a continuous random variable since it can vary continuously. Suppose, we do 
not know the weight of a persdn exactly but have a rough idea that her weigh: 
falls between 60 kg and 61 kg. Now, there are an infinite number of possible 
weights between these two limits. As a result, by its definition, the probability of 
the person's assuming a particuhr weight say, 60.3 kg will be negligiily small, almost 
equal to zero. But we can definitely attach some probability to the person's weight 
being between 60 kg and 61 kg. Thus, for a continuous random variable X, one 
assigns a probability to an interval and not to a particular value. Here, we look 
for a hctionp(x), called theprobability densityfirnction, such that with the help 
of this hc t ion  we can compute the probability 

P(a c x c b), a and b are the limits of an interval (a, b) where, a < b 

A probability density function is defined in such a manner that the area under its 
curve bounded by x-axis is equal to one when computed 'over the domain of X 
for whichp(x) is defined. The probability density h t i o n  for a continuous random 
variable X defined over the entire set of real numbers R should satis@ the following 
conditions. 

1) p(x)LO for all X E R  

~lthbugh the probability distribution of a continuous random variable cannot be 
presented in the form of a table like that of a diqcrete random variable, it can 
nevertheless be expressed by a specific form of the probability density hct ion 
p(x). We shall study some of these forms in the next unit on the theoretical 
distributions for continuous random variables. 

14.3.3 Theoretical Distributions 

We should note that a probability distribution is based upon the empirical 
observations associated with a orobability experiment. For obtaining the relevant 



7 

i 

i 
probability distribution, the experiment has to be repeated a very large number PrObabflity 

I 

I 
i of times under an identical condition which may sometimes prove to be an 

extremely difficult task. Alternatively, by means of a formula, we can specify a 
probability mass function or a probability density function, as the case may be, 
theoretically by satisfjmg the conditions of the experiment. Such kind of a probability 
distribution is known as a theoretical distribution. An advantage with the 
theoretical distribution is that a few theoretical distributions describe many real life 
random phenomena. Consequently, with the help of a handful of important 
theoretical distributions we may get an insight into several such real life random 
phenomena without actually e e n t i n g  with th-. A theoretical distribution can 
either be a discrete or a continuous one. Later in this unit, we discuss two important 
discrete theoretical distributions that have often been employed in the statistical 
analysis. In the next unit, we shall study some continuous theoretical distributions. 

14.4 MEAN AND VARIANCE OF A RANDOM 
VARIABLE 

The mean of a random variable, also known as its mathematical expectation 
or expected value is defined as the sum of the products of the values of the random 
variable and the corresponding pkbabilitigs. 

Thus, if X is a discrete random variable that can assume the values x, , x,, x,, 
..., xn with specific probabilitiesp, , p,, p, , ..., p,, mpctively, then the mathematical 
expectation of x is 

It is interesting to note that the mathematical expectation of a random variable 
,corresponds to the arithmetic mean of an ordmry variable. This can be easily shown 
for a dlscrete random variable. We have seen h m  the relative@quency definitiyn 
ofprobability that the pi-obability of an event can be interpreted as the limit of 
relative fkequency of the occurrence of that event when thenumber of trials tends 
to infinity, i.e., 

n 

where f ;  is fiequency of xi and N = f ,  is the total fiequency. 
I-1 

l N  
= -z f;'i = X , the arithmetic rllsan of X. N i=1 

Example 14.5 

A fair coin is tossed. If it is 'head', you win Rs. 20. If it is 'tail', you lose Rs. 
10. What is the amount that you are expected to win or lose per toss? 

Since the coin is given to be unbiased, the probability of getting a 'head' 

1 
or a 'tail' is - . Let X be a random variable which takes the values eaual 

2 
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to the amounts of gani ana-I05s.'So, X = 20 with probability - and X = 
2 

1 
-10 (loss can be considered to be negative gain) again with probability - 

2 ' 

Therefore, the expected amount to win or lose per toss is 
3 

1 

A game with positive expected gain is said to be biased in favour of the player. 1 
If the expected gain is zero, the game is said to be fair. The above game can bs 1 
made Fdir if we charge Rs. 5 (equal to the expected value) as entry f e .  The possible 
values of the random variable Xnow become 15 and -1 5 and the expected value j 
E(X) = 0. 1 

For a continuous random variable, the mathematical expectation takes the form 
I 

of a definite integral. Thus, 
b 

E(X) = J * P(X)& 
a 

where, Xis a continuous random variable with domain fiom a to b andp(x) is 
its probability density. 

14.4.1 Theorems on Mathematical Expectation 1 
i) The mathematical expectation of a constant is the constant itself. If c is a 

constant, then 

i The mathematical expectation of the product of a constant and a random 
variable is the product of the constant and the mathematical expectation of 
the random variable. If c is a constant and Xis a random variable, then 

i The mathematical expectation of any function of a random variable is the sum 
of the products of the values of the function and the comsponding probabilities 
of the values of the random variable. Thus iff (X)  is a hc t ion  of a random 

variable X that takes the values xl , x, , x3 , . . . , x,, with specific probabilities the 

pl, p,, p3, . . . ,, p, mathematical expectation of f(Y) is 

We may note here that the above summation, strictly speaking, applies to a discrete 
rmdom variable. However, without any loss of generality, the theorem is valid for 
a ~ntinuous random variable also. There, instead of a summation over some finite 
vdues, an i n t e e o n  over the domain of the random variable has to be performed 

iv) The mathematical expectation of the sum of a given number of random 
variables is the sum of their expectations, E X  and Yare two random variables, 
the mathematical expectation of X + Y is 
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16.0 OBJECTIVES 

After going through this unit you should be able to: 

explain the concepts of population, sample, parameter, statistic, estimator and 
, estimate; 

distinguish between a census and a sample survey; 

explain the advantages of a sample survey; 

distinguish between sampling error and non-sampling mr, 

. 'explain the concept of sampling distribution; and 

explain the concept of standard error. 
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Survey  Techniques 161  INTRODUCTION 

We need data for the construction of national income accounts, input-output tables, 
various production indices, price indices and a host of other quantitative indicators. 
It is very clear that without the relevant data, we will not be able to formulate policy 
objectives for a complex economy like ours. In a sense, modem society is 
increasingly becoming an information society. In this society, various economic and 
social prkesses are represented by certain quantitative characteristics that require 
various kinds of information in the form of data. 

The task oficollecting data is getting increasingly complex and difficult. The total 
numberof units to be consulted and investigated for the required information may 
be too large and our resources in terms of money, time or personnel may be limited 
Moreover, obtaining error-he information from such a large-scale investigation 
makes the job even more daunting. As a result, very often we try to obtain the 
required information fkom a smaller group that is easier to handle and control. Here, 
however, it is important to ensure that this smaller group is truly representative of 
the entire c )llection of relevant units. The subject matter of sampling provides a 
mathematical theory for obtaining such kind of a representative group. 

16.2 CENSUS AND SAMPLE SURVEY 

In this Section, we will distinguish between the census and sampling methods of 
collecting data. We will try to explain the meaning and covemge of census survey 
and sample survey. 

16.2.1 Population and Census 

We have a collection of units relevant for a particular enquiry. A unit, in this 
connection, is an entity on which we can make observations according to a well- 
defined procedure. The entire collection of such units is called apopulation or 
universe. Thus, we may have a population of human beings, cattle, trees, prices, 
production, etc. 

You can make out that a population can be finite or infinite. If the number of units 
is finite, it is a finite population and if the number of units is infinite, it is an example 
of an infinite population. Usually in practice, we are concerned with a finite 
population. 

When an inquiry is based upon obtaining information from all the units of a 
pdpulation, the procedure is known as the complete enumeration method or the 
census method. 

16.2.2 Sample and Sample Suwey 

When we have a collection of a part or section of the population, it is called a 
sample. A census, as we have seen earlier, is based upon obtaining information 
h m  every member of the population. However, in order to obtain information 
about certain characteristic of the population, we need not always resort to a census. 
In practice, we get quite satisfactory results by studying an appropriate sample 
from the population. The procedure of obtaining a sample is known as sample 
survey. In the case.of a census, we examine the entire population; on the other 
hand, when we take a sample, we consider a representative fraction of the 
nnniilatinn and iicp the camnl~ infnrmatinn tn infer ahniit t h ~  entire nnniilatinn 



16.3 SOME CONCEPTS 

We explain below some of the concepts frequently used in sampling theory. 

16.3.1 Parameter 

In a statiitical inquiry, our interest lies in one or more characteristics of the 
population. A measure of such a characteristic is called aparameter. For example, 
we may be interested in the mean income of the people of some region for a 
particular year. We may also like to know the standard deviation of these incomes 
of the people. Here, both mean and standard deviation are parameters. 

Parameters are conventioilally denoted by Greek alphabets. For example, the 
population mean can be denoted by p and population standard deviation can be 

i denoted by o . 

It is important to note that the value of a parameter is computed from all the 
populatioil observations. Thus, the parameter 'mean income' is calculated from 
all the income figures of different individuals that constitute the population. Similarly, 
for the calculation of the parameter 'correlation coefficient of heights and weights', 
we require the values of all the pairs of heights and weights in a population. Thus, 
we can define a parameter as afitnction of the population values. If 8 is a 

parameter that we want to obtain from the population values XI, X, , . X, , then 

16.3.2 Statistic 

While discussing the census and the sample survey, we have seen that due to various 
constraints, sometimes it is difficult to obtain information about the whole population 
In other words, it may not be always possible to compute a population parameter. 
In such situations, we try to get some idea about the parameter fiom the information 
obtained from a sample drawn fiom the population. This sample information is 
sumrnarised in the form of a stati.vtic. For example, sample mean or sample median 
or sample mode is called a statistic. Thus, a statistic is calculated fiom the values 
of the units that are included in the sample. So, a statistic can be defined as 
u function of the sample values. Conventionally, a setistic is denoted by an 
English alphabet. For example, the sample mean may be denoted by 2 and the 
sample standard deviation may be denoted by s. If T is a statistic that we want 

to obtain from the sample values x, , x, , . xn , then 

16.3.3 Estimator and Estimate 

The basic purpose of a statistic is to estimate some population parameter. The 
procedure followed or the formula used to compute a statistic is called an estimutor 
and the value of a statistic so computed is known as an estimate. . 

XI +x2 + . a * +  xn - 
If we use the formula Z = 

1 " - - xi for calculating a statistic, then 
n n i=l 

this formula is an estimator. Next, if we use this formula and get jj = 10, @en this 
' 10' is an estimate. 

Basic Concepts of 
Sampling 
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SU-rrry Techniques 16.4 NON-SAMPLING AND SAMPLING ERRORS 

As mentioned above the basic purpose of sampling is to draw inferences about 
the population on the basis of the sample. For example, we have to find out the 
per capita income of a village. Due to shortage of time, money and personnel 
we do not undertake a complete census and opt for a sample survey. In this case 
it is very likely that the per capita income obtained fiom the sample is not equal 
to the actual per capita income of the village. This discrepancy could arise because 
of two reasons: 

i) Since we are collecting data fiom only a part of the population (i.e., the sample 
selected by us), sample mean (per capita income in this case) is not equal 
to population mean. If at all both are equal; it is a rare coincidence! If we 
take sample mean as population mean we are committing an error called 
sampling enor. 

ni A second source of error could arise because of wrong reporting or recording 
or tabulation or processing of data. This type of error is termed non-sampling 
error. Remember that non-sampling error, as its name suggests, has nothing 
to do with our sampling process. Wrong reporting or recording or processing 
of data can take place in a sample survey also. 

We explain the sources of these errors below. 

16.4.1 Non-Sampling Error 

Various sources of non-sampling error are given below: 

1) Error due to measurement 

It is a well-known fact that precise measurement of any magnitude is not possible. 
If some individuals, for example, are asked to measure the length of a particular 
piece of cloth independently up to, say, two decimal points; we can be quite sure 
that their answers will not be the same. In kt, the measuring instrument itself may 

. not have the same degree of accuracy. 

In the context of sampling the respondents of an inquiry, for example, may not 
be able to provide the accurate data about their incomes. This may not be a 
problem with individuals earning fixed incomes in the form of wages and salaries. 
However, self-employed persons may not be able to do so. 

2) Error due to non-response 

Sometimes the required data are collected by mailing questionnaires to the 
respondents. M & I ~  of such respondents may return the questionnaires with 
incomplete answers or may not return them at all. This kind of an attitude may 
be due to: 

a) the respondents are too casual to fill up the answers to the questions asked 

b) they are not in a position to understand the questions, or 

c) they may not like to disclose the information that has been sought. 

We should note that the error due to non-response may also arise because of the 
possibility of the questionnaire being lost in transit. 

If the data are collected through personal interviews, some of the reasons for the 
error due to non-response pointed out above may not arise. However, in that case 
this error may arise because some of the individuals: 



Table 7.2 
Bivariate Frequency Distribution of Occupation and Number of Children 

Number Occupation (t) Total 

d f  Unemployed Unskilled Skilled Self- Professional 
Clzildren Labour Labour Employed 

(X) (1) (2) (3) (4) (5) 

0 10 15 10 12 5 52 

1 35 25 17 18 25 120 

2 22 33 45 40 43 183 

3 11 40 48 58 30 1 87 

4 8 22 12 11 8 61 

5 3 11 18 8 1 41 

Total 8 9 146 150 147 112 644 

7.4.1 One Variable is Numerical Discrete 

In Table 7.2 we present data where Occupation of Father (t) is a nominal variable . 
and Number of Children (x) is a numerical variable. The variable Occupation has 
5 categories. The variable Number of Children takes value from 0 to 5. Here the 
construction of the bivariate frequency table is quite similar to that discussed in 
the previous section. 

Now let us look into the computation of marginal and conditional distributions. In 
this example, we may be interested in studying the effect of the 'independent 
variable' (Occupation) on the 'dependent variable' (Number of Children). As 
before we can compute the conditional and marginal distributions of the Number 
of Children for the various Occupation levels. But d i k e  in the examples above, 
Number of Children is a numerical and hence it is possible to work out summary 
measures like mean or mode fiom the conditional and marginal distributions. Thus, 
besides comparing the conditional distributions, we may compare the arithmetic 
means or modes of these conditional distributions. Recall the formulae we have 
studied for computing the arithmetic mean fiom a grouped fiequency distribution I (see Unit 4). Let& be the hequency of xih cell where X = 0,1,2,3,4,5; t = 
1,2,3,4,5; that is x represents the Number of children and t represents the 

I Occupation class. LetA be the marginal fiequency of P Occupation group that 
5 

: is f, = fx t  . S e s e  marginal hquencies are numbers in the last row of the table. 
x=o 

Then the formula for the conditional arithmetic mean of x in the P Occupation 
group is: 

For example, the arithmetic mean of conditional distribution for unemployed is 

and for unskilled labour: is 
/ 
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Similarly you can check that the arithmeticmeans of conditional distributions for 
other occupation groups are: Skilled Labour: 2.59; Self-employed : 2.42; 
Professional : 2.12. 
The arithmetic mean of the marginal distribution, i.e., for all occupations together, 

Jet us work out the mode from this frequency distribution. As you know, mode 
is the value that occurs most frequently (see Unit 4). Using this definition the modes 
of the conditional distribution are: 

. Unemployed: 1; Unskilled Labour: 3; Skilled Labour: 3; Self-employed: 3; 
Professional: 2. 

The mode froan the marginal distribution, i.e., for all occupations together, is 3. 

Note that, although the Number of Children is a variable which takes only whole 
numbers as values, it does not make sense to present means and such averages 
in decimals. In this case, if we round off the means they will all come to 2 (except 
for skilled labour) and we shall not be able to d ~ ~ ~ e m  the difference between various 
accupation groups. 

7.4.2 One Variable is Numerical Continuous 

When one of the variables is continuous and if the number of observations is not 
too many, often data can be presented and computations required for statistical 
analysis be done using the data in the form in which it is collected. For instance, 
if we are investigating b e  annual salaries of Male and Female economists in a bank 
and if you have 15 observations, they can be presented in a simple form as in 
Table 7.3. 

Table 7.3 
Data on Annual Salaries (Rs.) of 15 Economists in a Bank by Gender 

Male Female 

45 120 80505 

725.80 75012 

80912 60045 

120100 40010 

30042 35010 

80045 - 

81250 - 

105505 - 

11 1005 - 
60123 - 

However, if you have a large number of observations, it is inconvenient to present f 
data in the foml of simple tables. Suppose we have data on annual salaries of 709 
officers employed in public and private sectors and we want to make a study of 
their salaries. Here we have a nominal variable 'Employees' with two categories 
depending upon whether they belong to private sector or public sector, md  a 
numerical continuous variable 'Salaries' which can be divided into 14 class intervals. 
A bivariate frequency table as in Table 7.4 can be constructed. 



'l'able 7.4 
Frequency Distribution of Annual Salaries (Rs.) of Officers 

in Public and Private Sectors 

Number in Sector Percent of Total 

Annual Mid- Private Public Private Public 
Indome value 

(000 RS.) fxj) 

45 - 50 47.5 84 0 13.6 0.0 
50 - 55 52.5 3 1 11 5.0 12.2 
55 - 60 57.5 135 12 21.8 13.3 
60 - 65 62.5 115 12 18.6 13.3 
65 - 70 67.5 73 15 11.8 16.7 
70 - 75 72.5 77 8 12.4 8.9 
75 - 80 77.5 31 5 5.0 5.6 
80 - 85 82.5 13 5 2.4 5.6 
85 - 90 87.5 18 7 2.9 7.8 
90 - 95 92.5 32 3 5.2 3.3 
95 - 100 97.5 4 8 0.6 8.9 
100 - LQ5 102.5 2 3 0.3 3.3 
105 - 110 107.5 1 1 0.2 1.1 
110- 115 112.5 3 0 0.5 0.0 

6 * 619 90 100.0 100.0 

The last two columns in Table 7.4 give the frequency distributions (in percentage 
form) which help in making a comparison of the two sectors. As in the case of 
Table 7.2, a comparison of arithmetic means of the two salaries in the two sectors 
may also be useful. LetJt be the frequency ofjtth cell, where j = 1, 2, ...., k; 
t = i, 2, ...., 1. Let 5. be the mid-value of the j* class of the x variable. In Table 
7.4, k = 14; 1 = 2; the mid-value of the x variable (income) are given in second 

k 

column of the table. Let A = Z fjt  . Thesecs are marginal hquencies and appear 
/=1 

in the last row of the table. The formuli'for the conditional arithmetic mean ofx 
in the tth sector is: 

The arithmetic means computed using this formula are; 

Private Sector: 64.83 ('000 Rs.); Public Sector: 72.1 7 ('000 Rs.). 
- 

For certain purposes of &tistical.analysis, it is also useful to have the variances 
computed for each group. Recall from Unit 5 that the formula for variance from 
a grouped frequency distribution is: 

The variances computed by this formula are: Private Sector: 163.37 
Public Sector: 232.74 

7.4.3 Both Variables are Numerical Continuous 

Now let us consider the case where both variables are continuous. If the number 
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using class intervals for both the variables. We consider an example of this type 
in Table 7.5, where data have been obtained fiom a sample of 99 families and 
where y denotes family expenditure (Rs.) on entertainment a year and x denotes 
total m u a l  income (Rs.) of the family. 

Table 7.5 
Bivariate Frequency Distribution of Annual Family Income and Annual Family Expenditure on Entertainment 

In a situation of this sort one may like to examine the conditional disbibutions of 
the dependent variable Y (expenditure on entertainment) in each class of the 
independent variable X(income). However, in this 4ble, since the overall sample 
size is small and consequently many cell kquencies are zero, such distributions 
are not useful. One may, however, calculate arithmetic m e k  and other s u m m q  
measures from the conditional distribution of expenditure on entertainment for each 
income class, besides computing these measwes h m  the marginal distribution of 
expenditure on entertainment. The means of the conditional distributions computed 
using the formula described above, are given in Table 7.6. 

Table 7.6 
Means of Annual Family Expenditure on Entertainment for each Class of 

Annual Family Income 
- - - - - - - - 

Income (in '00 Rs.) Average Expenditure on 
Entertainment (in '00 Rs.) 

25 - 80 2.50 
80 - 135 8.50 
135 - 190 9.65 
190 - 245 15.00 
245 - 300 22.50 
300 - 355 2 1.30 
355 - 410 25.19 
410- 465 25.76 
465 - 520 30.96 
520 - 575 33.33 - 



Check Your Progress 2 

1) Suppose you have data on the country of citizenship and the amount of money 
spent by a foreign tourist in India, obtained on the basis of a survey of 2000 
tourist at the time of their exit. Indicate'how you may present the ~ m l t  in the 
form of a table. 

................................. ................................................................................... 

................................... ................................................................................ 
2) The following table gives the bivariate.fiquency distribution of the monthly 

family expenditure on food in simples of three localities of a city. Find the 
conditional distribution of the expenditure in each of the localities and the 
conditional mean and variance therehm. 

Frequency Distribution of Monthly Family Expenditure on Food in Three Localities 

Expenditure Localily 
on Food (Rs.) A B C 

7.5 LET US SUM UP 

There are three types of variables: nominal, ordinal and numerical. In the case of 
nominal variables we can categorise them. On the other hand, in the case of ordinal 
variables we can order them. Numerical variables can be discrete or continuous 
and these take quantitative values. 

Presentation of 
Bivariate Data 

In this unit we presented the above types of variables in the form of bivariate 
frequency distributions. Also we calculated marginal and conditional distributions 
of these variables. 
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Bivariate Data 7.6 KEY WORDS 

Bivariate Data : Data in which there are two measurements for 
each items. For example, the income and years of 
education of each person studied. 

Marginal Distributions : It refers to the distribution of row totals or column 
totals in two-way or multi-way tables. 

7.7 SOME USEFUL BOOKS 

Nagar, A.L. and R.K. Das, 1989, Basic Statistics, Oxford University Press, Delhi. 

Goon, A.M., M.K. Gupta and B. Dasgupta, 1987, Basic Statistics, The World 
Press Pvt. Ltd., Calcutta. 

7.8 ANSWERS1 HINTS TO CHECK YOUR PROGRESS 
EXERCISES 

Check Your Progress 1 

1) i) Nominal, ii) ordinal, iii) numerical, iv) numerical, v) nominal. 

2) Go through Section 7.3 and answer. 

Check Your Progress 2 

1) Amount of money spent is a numerical continuous variable while country of 
c i U p  is a nominal variable. Thus you should fom class intervals for amount 
of money spent and categories for country of citizenship. Accordingly you can 
construct a bivariate frequency distribution where the number of tourists falling 
under each cell are reported. 

2) Refer to Section 7.3. 













































STATISTICAL ESTIMATION 

Structure 

1 8.0 Objectives 

1 8.1 Introduction 

18.2 Statistical Background 
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18.5 Confidence Interval for Known Variance 

18.6 Confidence Interval for Unknown Variance 

18.7 Let Us Sum Up 

1 8.8 Key Words 

18.9 Some Useful Books 

18'. 10 Answers/Hints to Check Your Progress Exercises 

After going through this Unit you will be in a position to: 

explain the concept of estimation; 

distinguish between point estimate and interval estimate; 

estimate confidence interval for a parameter; and 

explain the concept of confidence level. 

18.1 INTRODUCTION 

Many times due to certain constraints such as inadequate funds or manpower or time 
we-are not in a position to survey all the units in a population. In such situations we 
take resort to sampling, that is, we survey only a part ofthe population. On the basis of 
the'information contained in the sample we try to draw conclusions about the population. 
This process is called statistical inference. We must emphasise that statistical inference 
is widely applied in economics as well as in many other fields such as sociology, 
psychology, political science, medicine, etc. For example, before election process starts 
or just before declaration of election results many newspapers and television channels 
conduct exit polls. The purpose is to predict election results before the actual results 
are declared. At that point of time, it is n~t '~oss ib le  for the surveyors to ask all the 
voters about their preferences for electoral candidates -the time is too short, resources 
are scarce, manpower is not available, and a complete census before election defeats 
the very purpose of election! 

In the above example the surveyor actually does not know the result, which is the 
outcome of votes cast by all the voters. Here all the voters taken together comprise the 
population. The surveyor has collected data from a representative sample of the 
population, not all the voters. On the basis of the information contained in the sample, 
(s)he is making forecast about the entire population. 

In this Unit we deal with the concept of statistical inference and methods of statistical 
estimation. Parameter, as you know, is a function of population units while statistic is 
a hnction of sampling units. There could be a number ofparameters and corresponding 



Statistical Inference statistics. However, in order to keep our presentation simple, we will confine ourselves 
mostly to arithmetic mean. 

18.2 STATISTICAL BACKGROUND. 

In the previous two blocks we have discussed two important aspects: theoretical 
probability distributions and sampling techniques. These two aspects form the basis of 
statistical inference. 

In Unit 14, Block 5 we explained the concept of a random variable. We learnt that Xis 

arandom variable if it assumes values x, , x, ,........., x, with corresponding probabilities 

p, , p 2  ,......, p, attached to it. Here the probability of occurrence of x, is p, , the 

probability of occurrence of x, is p, , and so on. If the values x, ,x, ,........., X,, are 
discrete we call Xa  discrete random variable and find out the probability for isolated 
values of X. On the other hand, ifX is a continuous random variable we can find out 

the probability ofxwithin certain range such that P(a I X I b) = p, . 

In Units 14 and 15 of Block 5 we discussed theoretical discrete probability distributions 
(such as binomial and Poisson) and continuous probability distributions (such as normal 
and t). We learnt that if the range of X increases infinitely then these probability 
distributions approach normal distribution. Thus normal distribution is a limiting case 
of these probability distributions and is considered as a sort of ideal among probability 
distributions. 

The normal distribution is defined by two parameters: mean ( p )and standard deviation 
( a ). If the probabilities associated with a random variable are distributed according 
to normal distribution (that means, ifxfollows normal distribution), we can find out 

the probability of P(a I X _< b) = p, by using the equation for its probability 
distribution function. 

A problem encountered here is that p and a can take any values and finding out 
corresponding probability is time consuming. This problem is tackled by subtracting 
p from the normal variable and dividing it by a. This way we obtain the 'standard 

normal variate', z = -, which has mean= 0 and standard deviation = 1. By plotting 
a 

the probabilities for different values of z on a graph paper we obtain 'standard normal 
curve' which is symmetrical and area under the curve is = 1. Remember that in the 

-' on the x-axis and probability of case of standard normal curve we measure z = - 
a 

occurrence of z, that is p(z) , on the y-axis. Thus if we,consider a particular segment 

of the normal curve (bounded by two values of z, say, z, and z, ) the area under the 
curve gives its probability. Remember that normal curve is different from the frequency 
curve considered in Block 1 of this course. Area under the normal curve qoes not give 
frequencies; it gives probabilities. 

In Unit 16 of Block 6 we leant that v e j  often it is not possible to study the entire 
population and we undertake a sample survey. If the samplejs drawn in a random 
manner through appropriate probability attached to each population unit and the sample 
size is not very small, the sample can be a representative one ofthe popu1ation:Recall 
that we can draw a number of samples from a given population and each sample 
provides us with a sample mean. Thus the sample means can be arranged in the form 
of a frequency distribution, called the 'sampling distribution'. 



We know from Unit 16, Block 6 that sample.mean (x ) assumes different values and 
for each value we can attach a probability. Thus sample mean can be considered as a 
random variable. In real life situations we have a finite population and the number of 
samples (and therefore the number of sample means) is finite. In this case z is a 

discrete random variable but when there are infinite number of samples, x could be a 
continuous random variable. 

Now let us consider another important concept discussed in Unit 16: the central limit 
theorem. It says that sampling distribution of is normal if the population from 
which the sample is drawn is normal. However, sampling distribution of is 
approximately normal if sample size (n) is large, even if the parent population (that is, 
population from which it is drawn) is not normal.,If the parent population is 
approximately normal then sampling distribution of sample means is approximately 
normal even when sample size is small. 

We know that dispersion of sample means is smaller in value than dispersion of the 
parent population from which the sample is drawn. Recall that the standard deviation 
of the sampling distribution is called standard error. Thus if the population has a 

0. 
standard deviation o then the standard error of sample mean is - & 
From the above we learn that sample mean can be considered as a,random variable and 
it approximates normal distribution when sample size is large. Usually we consider a 
sample to be large in size if n > 30 . For small samples ( n 2 30 ), sampling distribution 
of sample means is similar to student's t distribution. Recall that in the case of t 
distribution the shape of the probability curve changes according to its 'degrees of 
freedom'. 

18.3 CONCEPT OF STATISTICAL INFERENCE 

As mentioned earlier, statistical inference deals with the methods of drawing conclusions 
about the population characteristics on the basis of information contained in a sample 
drawn from the population. Remember that population mean is not known to us, but 
we know the sample mean. In statistical inference we would be interested in answering , 
two types of questions. First, what would be the value of the population mean? The 
answer lies in making an informed guess about the population mean. This aspect of 
statistical inference is called 'estimation'. The second question pertains to certain 
assertion made about the population mean. Suppose a manufacturer of electric bulbs 
claims that the mean life of electric bulbs is equal to 2000 hours. On the basis of the 
sample information, can we say that the assertion is not correct? This aspect of statistical 
inference is called hypothesis testing. 

Thus statistical inference has two aspects: estimation and hypothesis testing. We will 
discuss about statistical estimation in the present Unit while testing of hypothesis will 
be taken up for discussion in the next Unit. 

Fig. 18.1 below summarises different aspects of statistical inference. A crucial factor 
before us is whether we know the population variance or npt. Of course when we do 
not know the population mean, how do we know the population variance? We begin 
with the case where population variance is known, because it will help us in explaining 
the concepts. Later on we will take up the more realistic case of unknown population 
variance. 

Estimation could be of two types: point estimation and interval estimation. In point 
estimation we estimate the value of the population parameter as a single point. On the 
other hand, in the case of interval estimation we estimate lower and upper bounds 
around sample mean within which population mean is likely to remain. 

Statistical Estimation 



Statistical Inference The assertion or claim made about the population mean would be in the form of a null 
hypothesis and its counterpart, alternative hypothesis. We will explain these concepts 
and the methods oftesting of hypothesis in the next Unit. 

Hypo! hesii 
Estimation 

when variance when variance 
is not known 

Fig. 18.1: Statistical Inference 

Check Your Progress 1 

1) Explain the following concepts. 

a) standard normal variate 

b) random variable 

c) sampling distribution 

d) central limit theorem 

....................................................................................................................... 
2) State whether the following statements are true or false. 

a) Normal distribution is a limiting case of binomial distribution. 

b) Standard deviation of sampling distribution of a statistic is termed as 
standard error. 

c) Poisson distribution is an example of continuous distribution. 

d) Statistical estimation is a p& of statistical inference. 



18.4 POINT ESTIMATION 
Statistical Estimatio~l 

As mentioned earlier we do not know the parameter value and wankto guess it by using 
sample information. Obviously the best guess will be the value of the sample statistic. 
For example, if we do not know the population mean the best guess would be the 
sample mean. Here in this case we use a single value or point as 'estimate' of the 
parameter. 

In Unit 16 we have explained the concepts of estimate and estimator. Also we have 
pointed out the distinction between the two. Recall that estimator is the formula and 
estimate is the particular value obtained byusing the formula. For example, if we use 

1 
sample mean for estimation of population mean, then - C xi is the estimator. Suppose 

?l i 

I collect data on a sample, and put the sampling units to this formula and obtain a 
particular value for sample mean, say 120. Then 120 is an estimate of population 
mean. It is possible that you draw another sample from the same population, use the 

1 
formula for sample mean, that is - C xi , and obtain a different value, say 123. Here 

n i 

both 120 and 123 are estimates ofpopulation mean. But in both the cases the estimator 

1 
is the same, which is - C x, . Remember that the term statistic, which is used to mean 

n 
a function of sample values, is a synonym for estiinator. 

There may be situations when you would find moie than one potential estimator 
(alternative formulae) for a parameter. In order to choose the best among these 
estimators, we need to follow certain criteria. Based on these criteria an estimator 
should fulfill certain desirable properties. There are quite a few desirable properties 
for an estimator, but the most important is its unbiasedness. 

Unbiasedness means that an estimate may be higher or lower than the unknown value 
of the parameter. But the expected value of the estimate should be equal to the parameter. 
For example, sample mean ( 3  )may fluctuate ftom sample to sample but on an average 

it would be equal to population mean. In other words, E(2) = p . 

1 " 
However, 1 b i  - 'P is not an unbiased estimator of the population variance 

i = l  

unbiased estimator of .2 . Usually a sample is less dispersed t h q  the population from 
which it is drawn. Therefore, there is a tendency for the sample standard deviations to 
be little less than population standard deviation o . In order to rectifj this condition we 
artificially inflate s by dividing by a smaller number (n-I), instead of n. 

The point estimate is quite important for testing of hypothesis, as we will see in 
Unit 19. 

18.5 CONFIDENCE INTERVAL FOR 
KNOWN VARIANCE 

We have seen above that in point estimation, we estimate the parameter by a single 
value, usually the corresponding sample statistic. The point estimate may not be realistic 
in the sense that the parameter value may not exactly be equal to it. An alternative 
procedure is to give an interval, which would hold the parameter with certain probability. 



Statistical Inference Here we specify a lower limit and an upper limit within which the parameter value is 
likely to remain. Also we specify the probability of the parameter remaining in the 
interval. We call the interval as 'confidence interval' and theprobability of the parameter 
remaining within this interval as 'confidence level' or 'confidence coefficient'. 

Let us take an example. Suppose you are asked to estimate the average income of 
people in Raigarh district of Chhattisgarh state. You collected data from a sample of 
500 households and found the average income (say, 2 ) to be Rs. 18250 per annum. 
This sample average may not be equal to the actual average income of Raigarh district 
of Chhattisgarh ( p  ) because of sampling error. Thus we are not sure whether average 
income of the above district is Rs. 18250 or not. On the other hand, it will be more 
sensible if we say that average income of Raigarh district of Chhattisgarh is between 
Rs, 17900 and Rs. 18600 per annum. Also we may specify that'the probability that 
average income will remain within these limits is 95 per cent. Thus our confidence 
intkrval in this case is Rs. 17900- 1 8600 and the confidence level or confidence coefficient 
is 95 per cent. \ 

Here a question may be shaping up in your mind, 'How do we find out the confidence 
ingerval and confidencecoeEcient?' Let us begin with confidence coefficient. We know 
that the sampling distribution of ,- for large samples is normally distributed withmean 

0- 
,U and standard error , where n is the size of the sample. By transforming the & 

2 - p  
sample mean ( = - 

o/& 
) we obtain standard normal variate, which has zero mean 

and unit variance. The standard normal curve is symmetrical and therefore, the area 
under the curve for 0 5 z 5 oo is 0.5 which is presented in the form of atable (See Table 
15.1 in Unit 15 of Block 5). Let us assume that we want our confidence coefficient to 
be 95 per cent (that is, 0.95). Thus we should find out a range for z which will cover 
0.95 area of the standard normal curve. Since distribution of z is symmetrical, 0.475 
area should remain to the right and 0.475 area should remain to the left of z = 0 .  If 
look into normal area table (Table 15.1) we find that 0.475 area is covered when 
z = 1.96. Thus the probability that z ranges between -1.96 to 1.96 is 0.95. From this 
information let us work out backward and find the range within which p  will remain. 

We find that 

Let us interpret the above. Recall that each sample would provide us with a different 
value of 2 .  Accordingly, the confidence interval would be different. In each case 
the confidence interval would contain the unknown parameter or it would not. 
Equation (18.2) means that if a large number of random samples, each of size n, 



are drawn from the given population and if for each such sample the interval Statirtiarl %timation 
! 

(3 

+ 1 is determined, then in about 95% of the cases, the interval 

1 will include the population mean P . 

The confidence coefficient is denoted by (1 -a ) where a is the level of significance 
(we will discuss the concept of 'level of significance' in Unit 19). Confidence coefficient 
could take any value. We can ask for a confidence level of say 81 per cent or 97 per 
cent depending upon how precise our conclusions should be. However, conventionally 
two confidence levels are frequently used, namely, 95 per cent and 99 per cent. Of 
course at times we take 90 per cent confidence level also, though not frequently. 

Let us find out the confidence interval when confidence coefficient( 1 -a ) = 0.99. In 
' this case 0.495 area should remain on either side of the standard normgl curve. If we 

look into the normal area table (Table 15.1) we find that 0.495 area is cove~ed when z 
= 2.58. 

! Thus 

L By rearranging the terms in the above we find that 

Equation (18.4) implies that 99 per cent confidence interval for p is given by 

i By looking into the normal area table you can work out the confidence interval for 
confidence coefficient of 0.90 and find that 

I We observe from (1 8.2), (1 8.4) and (1 8.5) that as the interval widens, the chance for 

I the interval holding a population parameter (in this case p ) increases. 

The two limits of the confidence interval are called conJdence limits. For example, for 

I Q 
95 per cent confidence level we have the lower confidence limit as 2 - 1.96- and the 

J;; 
(3 

upper confidence limit as 2 + 1 - 9 6  . The confidence coefficient can be interpreted J;; 
as the confidence or trust that we place in these limits for actually holding p . 

Example 18.1 

A paper company wants to estimate the average time required for a-new machine to 
produce a ream of paper. A random sample of 36 reams shows an average production 
time of 1.5 minutes per ream of paper. The population standard deviation is known to 
be 0.30 minute. Construct an interval estimate with 95% confidence limits. 

The information given is 

x = 1.5, a = 0.30 and n = 36 
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C 

Sihce n = 36 ( > 30), we can take the sample as a large sample and accordingly ,- is 
a 

normally distributed with mean p and standard error - . Now, the standard error is & 
a 0.30 

&-,I% 
- 0.05 

The 95% confidence interval is given by 

Thius with 95% confidence, we can state that the average production time for the new I 
machine will be between 1.402 minutes and 1.598 minutes. Here, 1.402 is the lower 1 
confidence limit and 1.598 is the upper confidence lim!t. I 
18.6 CONFIDENCE INTERVAL FOR 

UNKNOWN VARIANCE 

In l$e previous Section we estimated confidence interval for population mean on the 
asSumption that population variance is known. It is a bit unrealistic that we do not 
know population mean (we want to estimate it) but know population variance. A realistic 
case would be the assumption that both population mean and variance are unknown. 
On the basis of sample mean and variance we want to find out confidence interval for 
population mean. 

Since the population standard deviation ( o ) is not known we use the sample standard 
deviation ( s  ) in its place. However, in such a case the sampling distribution of 5 is 
not normal, rather it follows student's t distribution. The standard error of the sample 

S 
maans would be - J;; 

Like the standard normal variate z, the t-distribution has a mean of zero, is symmetrical 
about mean and ranges between - a, to a, . But its variance is greater than 1. Actually 
its variance changes according to degrees of freedom. However, when n > 30 the t- 
distribution has a variance very close to 1 and thus resembles z-distribution. 

The t-statistic, like the z-statistic, is calculated as 

By looking into the area table for t-dis&ution (see Table 15.3 in Unit 15) we find the 
probability values for the confidence level that we require. The degrees of freedom is 
( n - 1 ). Thus the confidence interval would be 

Example 18.2 

The mean weight (in kilogram) of 20 children are found to be 15 with a standard 
deviation of 4. On the basis of the above information estimate 95 per cent confidence 



interval for mean weight of the population from which the sample is drawn. Assume 
7 

that population is normally distributed: 

Since population is normal and sample size is small we apply t-distribution for estimation 
of confidence interval. Since n = 20 we have degrees of freedom (d.f.) = 19. We move 
down the first column of Table 15.3 till we reach the row corresponding to 19. Since 
we need 95 per cent confidence interval we should leave 0.025 area on each side of t  = 

0 as we did in the previous Section. Thus for 1 9 degrees of ffeedom and a = 0.025 we 
find that t-value is 2.093. I 

Hence the confidence interval is 

Similarly you can find out confidence intervals for different sample sizes and confidence 
coefficients. 

Let us summarise.the rules for application of z or t statistic for estimation of confidence 
interval. 

1) If sample size is large (n>30) apply z-statistic - it does not matter whether 
i) parent population is normal or not, and ii) variance is known or not. 

2) If sample size is small (n 2 30) check whether i) parent population is normal, and 
ii) variance is known. 

a) If parent population is not normal apply nonpararnetric tests. 

b) If parent population is normal and'variance is known apply z. 

c) If parent population is normal and variance is not known apply t. 

In Fig. 18.2 we present the above in the form of a chart. 

Fig. 18.2: Selection of Proper Test Statistic 

Statistical Estimation 



Statistical Inference Check Your Progress 2 

1) A sample of 50 employees were asked to provide the distance commuted by them 
to reach office. If sample mean was found to be 4.5 km. find 95 percent confi- 
dence interval for the population. Assume that population is normally distributed 
with a variance of 0.36. 

.2) For a sample of 25 students in school the mean height was found to be 95 cm. 
with a standard deviation of 4 cm. Find the 99 percent confidence interval. 

3) State whether the following statements are true or false. 

a) When parent population is not normal and sample size is small we use 
t-distribution to estimate confidence interval. 

b) The range of t-distribution is 0 to infinity. 

c) When confidence level is 90 per cent, level of significance is 10 per cent. 

18.7 LET US SUM UP 

Drawing conclusions about a population on the basis of sample informati0n.i~ called 
statistical inference. Here we have basically two things to do: estimation andlypothesis 
testing. Inthis unit we took up the first issue while the second one will be discussed in 
the remaining units of the block. 

An estimate of an unknown parameter could be either a point or an interval. Sample 
mean is usually taken as a point estimate of population mean. On the other hand, in 
interval estimation we construct two limits (upper and lower) around the sample mean. 
We can say with stipulated level of confidence that the population mean, which we do 
not know, is likely to remain within the confidence interval. In order to construct 
confidence interval we need to know the population variance or itsestimate. When we 

ow population variance, we apply normal distribution to construct the confidence 
i terval. In cases where population variance is not known, we use student's t for the 
bove purpose. Remember that when sample size is large (n>30) t-distribution T approximates normal distribution. Thus for large samples, even if population variance 

is not known, we can use normal distribution for construction of confidence interval on 
the basis of sample mean and sample variance. 

18.8 KEY WORDS 

Confidence Level : It gives the percentage (probability) of samples where the 
population mean would remain within the confidence 
interval around the sample mean. If a is the significance 
level the confidence level is ( 1 - a ). 

Estimation : It is the method of prediction about parametet value on the 
. basis of statistic. 



Estimator : It is another name given to statistic in the theory of 
estimation. 

Statistical Estimation 

Parameter : It is a measure of some ,characteristic of the population. 

Population It is the entire collection of units of a specified type in a 
given place and at a particular point of time. 

Random Sampling : It is a procedure where every member of the population 
has a definite chance or probability of being selected in the 
sample. It is also called probability sampling. 

I 
Sample 

i 

: It is a sub-set of the population. It can be drawn from the 
population in a scientikc manner by applying the rules of 
probability so that personal bias is eliminated. Many 
samples can be drawn from a population and there are 
many methods of d r a ~ n g  a sample. 

Sampling Error : In the sampling method, we try to approximate some feature 
of a given population from a sample drawn from it. Now, 
since in the sample all the members of the population are 
not included, howsoever close the approximation is, it is 
not identical to the required population feature and some 
error is committed. This error is called the sampling error. 

Significance Level : There may be certain samples where population mean 
would not remain within the confidence interval around 
sample mean. The percentage (probability) of such cases 
is called significance level. It is usually denoted by a . 
When a = 0.05 (that is, 5 percent) we can say that in 5 per 
cent cases we are likely to reach an incorrect decision or 
commit Type I error. Level of significance could be at any 
level but it is usually taken at 5 percent or 1 percent level. 

Statistic : It is a function of the values of the units that are included 
in the sample. The basic purpose of a statistic is to estimate 
some population parameter. 

Sampling Distribution : It is the relative frequency or probability distribution of 
the values of a statistic when the number of samples tends 
to infinity. 

Standard Error : It is the standard deviation of the sampling distribution of 
a statistic. 

Statistical Inference : It is the process of concluding about an unknown population 
from a known sample drawn from it. 

Problem of Estimation : We may be interested in some feature of the population 
that is completely unknown to us and we want to make 
some intelligent guess about it on the basis of a random 
sample drawn from the population. This problem of 
statistical inference is known as the problem of estimation. 

- 
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18.10 ANSWERSIHINTS TO CHECK YOUR 

PROGRESS EXERCISES 

Check Your Progress 1 

1) Go through Section 18.2 and answer. 

2) a) true b) true c) true d) true 

Chcick Your Progress 2 

1) Since it is large sample we applyz-statistic. The confidence interval is 

4.40 1 p 14.60 

2) Since it is small sample and population variance is not given we apply t-statistic 
with degrees of freedom 24. The tabulated value o f t  at 99 per cent confidence 
level is 2.49. The confidence interval is 93.01 5 p I 96.99. 

3) a) false b) false c) true 
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19.0 OBJECTIVES 
- 

After going through this Unit you will be in a position to: 

explain the concepts of null hypothesis and alternative hypothesis; 

identify critical region based on the level of significance; 

distinguish between Type I and Type I1 errors; 

test for hypothesis concerning population mean on the basis of one sample; and 

test for the difference in sample means obtained from two samples. 

19.1 INTRODUCTION 

In the previous Unit we learnt about the estimation of confidence interval for population 
mean on the basis of sample data. In the present Unit we will look into another aspect 
of statistical inference, that is, hypothesis testing. Hypothesis is a statement or assertion 
or claim about the population parameter. For example, suppose we have a hitch that 
the per capita income of Chhattisgarh state is Rs. 20000 per annum. We can be sure 
about the truth in the above statement if we urldertake a complete census of households 
in the state. This implies we collect data on the income of all the households in 
Chhattisgarh and calculate the per capita income of the state. However, constraints 
such as time, money and manpower may restrict us to go for a s a p l e  survey and draw ' 

a conclusion about the statement on the basis of sample information. The procedure 
followed in the above is the subject matter of hypothesis testing. 

Hypothesis testing is applied widely in various fields and to various situations. For 
example, suppose the effectiveness of a new drug in curing tuberculosis needs to be 



Statistical Inference tested. Obviously all the patients suffering from tuberculosis need not be,administered 
with the new drug to see its effectiveness. What we need is a representative sample and 
test whether the new drug is more effective than existing drugs. As another example let 
us take the case of a planner who asserts that the crude birth rate is the same in the 
states Bihar and Rajasthan. In this case it may not be possible on our part to go for a 
census survey of all the births that have taken place in Bihar and Rajasthan during the 
last year andcalculate the crude birth rate. Instead a sample survey is undertaken and 
the assertion made by the planner is put to test. 

In hypothesis testing we try to answer questions of the following types: Is the sample 
under consideration drawn from a particular pbpulation? Is the difference between two 
samples significant enough that they cannot belong to the same population? 

19.2 FORMULATION OF A HYPOTHESIS 

A hypothesis is a tentative statement about a characteristic of a population. It could be 
an assertion or a claim also. For example, official records for recent years claim that 
female literacy in Orissa is 5 1 per cent. Here a statement or a claim about the rate of 
female literacy is being made. Thus it could be considered as a hypothesis. 

In hypothesis testing there are four important components: i) null hypothesis, ii) 
alternative hypothesis, iii) test statistic, and iv) interpretation of results. We discuss 
each of these below. 

Usually statistical hypotheses are denoted by the alphabet H. There are two types of 
hypothesis: null hypothesis and alternative hypothesis. A null hypothesis is a statement 
that we consider to be true about the population and put to test by a test statistic. 

Usually we denote null hypothesis by H,  . In the example on female literacy in Orissa 
our null hypothesis is 

where p is the parameter, in this case female literacy in Orissa. 

There is a possibility that the null hypothesis that we intend to test is not true and 
female literacy is not equal to 5 1 per cent. Thus there is a need for an alternative 
hypothesis which holds true in case the null hypothesis is not true. We denote alternative 

hypothesis by the symbol H A  and formulate it as follows: 

We have to keep in mind that null hypothesis and alternative hypothesis are mutually 

exclusive, that is, both cannot be true simultaneously. Secondly, both H ,  and H A  
exhaust all possible options regarding the parameter, that is, there cannot be a third 
possibility. For example, in the case of female literacy in Orissa, there are two 
possibilities - literacy rate is 5 1 per cent or it is not 5 1 per cent; a third possibility is 
not there. 

It is alrare coincidence that sample mean ( i ) is equal to population mean ( P ). In most 
cases we find a difference between 5 and ,D . Is the difference because of sampling 
fluctxtation or is there a genuine difference between the sample and the population? In 
orderlto answer this question we need a test statistic to test the difference between the 
two. The result that we obtain by using the test statistic needs to be interpreted and a 
decisiion needs to be taken regarding the acceptance or rejection of the null hypothesis. 

The development of test statistic for hypothesis testing and interpretation of results 
requires elaboration. Before discussing further on these two steps we present another 
concept -critical or rejection region. 



19.3 REJECTION REGION AND TYPE OF ERRORS 

The underlying idea behind hypothesis testing and interval estimation (discussed in the 
previous Unit) is the same. Recall from Unit 18 that a confidence interval is built 
around sample mean with certain confidence level. A confidence level of 95 per cent 
implies that in 95 per cent cases the population mean would remain in the confidence 
interval estimated from the sample mean. It is implicit that in 5 per cent cases the 
population mean will not remain within the confidence interval. Note that when the 
population mean does not remain within the confidence interval we should reject the 
null hypothesis. 

19.3.1 Rejection Region for Large Samples 

Let us explain the concept of critical region for large samples. Later on we will extend 
the concept to small samples. 

As you already know from previous Units, sampling distribution of sample mean ( x ) 
0 

follows normal distribution with mean p and standard deviation - . Thus x can be J;; 
transformed into a standard normal variate, z, so that it follows normal distribution 

0 
with mean 0 and standard deviation 1. Recall that - is the standard error of 2. J;; 

i - p  ' 
In notations = - and I - w-41) 

Recall from Unit 15, Block 5 that area under the standard normal curve gives the 
probability for different range of values assumed by z. These probabilities can also be 
presented in a table (see Table 15.1 in Unit 15, Block 5). 

Let us look into the standard normal curve preserited in Fig. 19.1, where the x-axis 

represents the variable z and the y-axis represents the probability of z, that is p(z) . 
We should note the following points. 

When sample mean is equal to population mean (that is, x = p ) we fihd that z = 

0. When 2 > p we find that z is positive. On the other hand, when x < p we find 
that z is negative. 

Note that we are concerned with the difference between 2 and p . Therefore, 
negative or positive sign ofz  does not matter much. 

Higher the difference between x and P , higher is the absolute value ofz. Thus 
z-value measures the discrepancy between 2 and p , and therefore can be used 
as a test statistic. 

We should find out a critical value of z beyond which the difference between 2 
and p is significant. 

If the absolute value of z is less than the critical value we should not reject the 
null hypothesis. 

If the absolute value of z exceeds the critical value we should reject the null 
hypothesis and accept the alternative hypothesis. 

Thus in the case of large sampleq the absolute value of z can be considered as test 
statistic for hypothesis testing such that 

Testing of Hypothesis 



Statistical Inference Let us explain the concept of critical region through the standard normal curve given 
in Fig. 19.1 below. When we have'a confidence coefficient of 95 per cent, the area 
covered under the standard normal curve is 95 per cent. Thus 95 per cent area under 
the curve is bounded by - 1.96 5 5 1.96 . The remaining 5 per cent area is covered by 

z I -1.96 and z 2 1.96 . Thus 2.5 per cent of area on both sides ofthe standard normal 
curve constitute the rejection region. This area is shown in Fig. 19.1. If the sample 
mean falls in the rejection region wr ;eject the null hypothesis. 

Fig. 19.1: Critical Regions 

19.3.2 One-tail and Two-tail Tests 

In Fig. 19.1 we have shown the rejection region on both sides of the standard normal 
curve. However, in many cases we may place the rejection region on one side (either 
left or right) of the standard normal curve. 

a 
Remember that if a is the level of significance, then for a two-tail test - area is 

2 
placed on both sides of the standard normal curve. But if it is a one-tail test then a 
area is placed on one-side of the standard normal curve. Thus the critical value for 
one-tail and two- tail tests differ. 

The selection of one-tail or two-tail test depends upon the formulation of the alternative 

hypothesis. When the alternative hypothesis is of the type H A  : Z # p we have a two- 

tail test, because x' could be either greater than or less than p . On the other hand, if 

alternative hypothesis is of the type HA : x' < p , then entire rejection is on the left 
hand side ofthe standard normal curve. Similarly, ifthe alteinative hypothesis is of the 

type H A  : x' > p ,  then the entire rejection is on the right hand side of the standard 
normal curve. 

The critical values for z depend upon the level of significance. In Table 19.1 these 
critical values for certain specified levels of significance (a ) are given for the tests to 
be conducted under the assumption of normal distribution. The values are given for 
both two-tail and one-tail tests. 

Table 19.1: Critical Values for z-statistic 

Note: The table is derived from Table 15.1. 

Significance Level (a ) 

two-tail test 

one-tail test 

0.1'0 

1.65 

1.28 

0.05 

1.96 

1.65 

0.01 

2.58 

2.33 

0.005 

2.81 

2.58 



19.3.3 Type I and Type I1 Errors 

In hypothesis testing we reject or do not reject a hypothesis with certain degree of 
confidence. As you know, a confidence coefficient of 0.95 implies that in 95 out of 100 
samples the parameter remains within the acceptance region and in 5 per cent cases the 
parameter remains in the rejection region. Thus in 5 per cent cases the szmple is drawn 
from the population but sample mean is too far away from the population mean. In 
such cases the sample belongs to the population but our test procedure rejects it. 
Obviously we commit an error such that H, is true but gets rejected. This is called 
'Type I error'. Similarly there could be situations when the H,is not true, but on the 
basis of sample information we do not reject it. Such an error in decision making is 
termed 'Type I1 error' (see Table 19.2). 

Note that Type I error specifies how much error we are in a position to tolerate. Type 
I error is equal to the level of significance, and is denoted by a . Remember that 
confidence coeff~cient is equal to 1 -a . 

Table 19.2: Type of Errors 

19.3.4 Rejection Region for Small Samples 

r 

Reject Ho 

Do not reject Ho 

Let us go back to Fig. 18.2 in Unit 18 where we have given certain criteria for use of 
proper test statistic in interval estimation. We see that in the case of small samples 
( n  30 ), if population standard deviation is known we apply z-statistic for hypothesis 
testing. On the other hand, if population standard deviation is not known we apply t- 
statistic. The same criteria apply to hypothesis testing also. 

In the case of small samples if population standard deviation is known the test 
statistic is 

H, true 

Type I Error 

Correct decision 

On the other hand, if population standard deviation is not known the test statistic is 

H o  not true 

Correct decision 

Type I1 Error 

In the case of t-statistic, however, the area under the curve (which implies probability) 
changes according to degrees of freedom. p u s  while finding the critical value oft  we 
should take into account the degrees of freedom. When sample size is n, degrees of 
freedom is n - 1 . Thus we should remember two things while finding critical value of 
t .  These are: i) significance level, and ii) degtees of freedom. 

Check Your Progress 1 

1) Distinguish between the following: 

a) Null hypothesis and Alternative hypothesis 

b) One-tail and Two-tail tests 

Testing of  Hypothesis 



Statistical Inference c) Confidence level and Level of significance 

d) Type I and Type I1 errors 

~u$pose a sample of 100 students has mean age of 12.5 years. Show through 
diagram the rejection region at 5 per cent level of significance to test the hypoth- 
esis that the sample has a mean age greater than the population mean. Assume 
thatpopulation mean and standard deviation are 10 years and 2 years respec- 
tively. 

19.4 TESTING OF HYPOTHESIS FOR 
A SINGLE SAMPLE 

In many situations we are asked to judge whether a sample is dgnificantly different 
from a givkn population. For example, let us assume that we syrveyed a sample of 400 
households of Raigarh district of Chhattisgarh state and calcul ted the per capita income 
of these hbuseholds. Subsequently, our task is to test the x" ypothesis that per capita 
income calculated from the sample is not different from h e  per capita income of the 
district. 

In the above example we can have two different sitwions: i) population (in this case 
all the households of the district) variance is knwn,  ii) population variance is not 
known to us. We explain the steps to be followyl in each case below. 

19.4.1 Population Variance is K n w n  

Let us consider the case that we know h e  per capita income of Raigarh district of 
Chhattisgarh as well as its variance./Suppose the data available in official records 
show that per capita income of Raigarh district is Rs. 10000 and standard deviation of 
per capita income is Rs. 1500. However, we did a sample survey of 400 households 
and found that their per capita income is Rs. 10500. Do we accept the data provided in 
official recgrds? 

In this case' p = Rs. 10000 

o = Rs. 1500 

From the central limit theorem we know that when sample; size is large, sample is 
approximately normally distributed. This is true even in cases where the parent population 
is normally distributed. Thus the example is appropriate for application of normal 
distribution. 



Our null hypothesis in this case is Testing ofHypothesis 

The null hypothesis suggests that sample mean is equal to population mean. In other 
words, per capita income obtained from the sample is the same as the data provided in 
official records. 

Our alternative hypothesis is 

Suppose we do not have any reason to say that per capita income obtained from the 
sample ( 2 ) is greater than or smaller than the per capita income available in official 
recdrds. Thus our alternative hypothesis is that 2 could be on either side of p . 
Therefore, we should go for two-tail test so that rejection region is on both sides ofthe 

i standard normal curve and the test statistic is - 

By substituting values in the above we obtain 

Recall the standard normal curve and the area for different values ofz (See Table 15.1 
in Unit 15). We notice that when z = 1.96 the area covered under standard normal 
curve is 0.4750. Therefore, the level of significance is 5 per cent. Similarly, when 
z = 2.58 the area covered under standard normal curve is 0.4950. Therefore, the level 
of significance is 1 per cent. 

In the above case since z = 6.67, the sample lies in the critical region and we reject the 
null hypothesis. Thus the per capita income obtained from the sample is significantly 
different from the per capita income provided in official records. 

The steps you should follow are: 

1) Specify the null hypothesis. I 

2) Find out whether it requires one-tail or two-tail test. Accordingly identify your 
critical region. This will help in specification of alternative hypothesis. 

3) Apply sample values to z-statistic given at (19.6). 

4) Find out from z-table the critical value according to level of significance. 

5) If you obtain a value lower than the critical value do not reject the null hypoth- 
esis. 

6) If you obtain a value greater than the critical value reject the null hypothesis and 
accept the alternative hypothesis. 

Example 19.1 

Suppose the voltage generated by certain brand of battery is normally distributed. A 
random sample of 100 such batteries was tested and found to have a mean voltage of 
1.4 volts. At 0.01 level of significance, does this indicate that these batteries have a 
general average voltage, that is different from 1.5 volts? Assume that population standard 
deviation is 0.2 1 volts. 



Statistical Inference Since average voltage of the sample can be different frem average voltage of 
the population if it is either less than or more than 1.5 volts, our rejection region 
is on both sides of the normal curve. Thus it is a case of two-tail test and 
alternative hypothesis is 

Since the population standard deviation CJ is known, the test statistic is 

From the table for the area under the standard normal curve, we find that the 
critical value at the 1 per cent level of significance is 2.58. Since the observed 
value of z is greater than 2.58 we reject the null hypothesis at 1% level and 
accept the alternative hypothesis that the average life of batteries is different 
from 1.5 volts. 

19.4.2 Population Variance not Known 

The assumption that population standard deviation (a) is known to us is unrealistic, 
as we do not.know population mean itself. When a is unknown we have to estimate it 
by sample stmdard deviation (s). In such situations there are two possibilities depending 
upon the sample size. If the sample size is large ( n  > 30) we apply z-statistic, that is, 

In case the sample size is small ( n  5 30) we apply t-statistic with n - 1 degrees of 
freedom. The test statistic is 

The steps you should follow are: 

1) Specify the null hypothesis. , 

2) Find out whether it requires one-tail or two-tail test. Accordingly identify the 
rejection region in the standard normal curve. This will help in specification of 
the alternative hypothesis. 

3 Check whether sample size is large ( n  > 30) or small ( n  s 30 ). 
4) In case n > 30, apply z-statistic given at (19.7). 

5) Find out from z-table the critical value according to level of significance ( a  ). 

6 )  In case n s 30, apply t-statistic given at (19.8). 

7) Find out from t-table (given in Table 15.3 in Block 5) the critical value for n - 1 
degrees of freedom and level of significance (a ). 

8) If you obtain a value lower than q e  critical value do not reject the null.hypoth- 
esis. 

9) If you obtain greater than the critical value reject the null hypothesis and 



Example 19.2 

A tablet is supposed to contain on an average 10 mg. of aspirin. A random sample of 
100 tablets show a mean aspirin content of 10.2 mg. with a standaid deviation of 1.4 
mg. Can you conclude at the 0.05 level of significance that the mean aspirin content is 
indeed 10 mg.? 

Here, the null hypothesis is Ho: CI = 10 

The rejection region is on both sides of 10 mg. Thus it requires a two-tail test 

and H A  :p + l o .  

Also, the sample mean is ,- = 10.2 and the sample size n = 100. Since population 
standard deviation is not known we estimate it by sample standard deviations. 

I? - PI 
Since sample size is large, bur test statistic is = - 

s/& 
. By applying relevant 

values from the sample we obtain 

At 5 per cent level of significance the critical value of z is 1.96. Since the z 
value that we have obtained is less than 1.96, we do not reject the null hypothesis. 
Therefore the mean level of aspirin is 10 mg. 

r Example 19.3 

The population of Haripura district has a mean life expectancy of 60 years. Certain 
health care measures are undertaken in the district. Subsequently, a random sample of 
25 persons shows an average life expectancy of 60.5 years with a standard deviation 
of 2 years. Can we conclude at the 0.05 level of significance that the average life 
expectancy in the district has indeed gone up? 

Here, Ho : p = 60 

We have to test for an increase in life expectancy. Thus it is a case of one-tail 
test and the rejection region will be on the right-hand tail ofthe curve. 

I Hence our alternative hypothesis is 

Here population standard deviation o is not known and we estimate it by the 
sample standard deviation s. Here the sample size is small hence we have to 
apply t-statistic given at (19.8). 

Since sample size is 25, degrees of freedom is 25 - 1 = 24. From the t-table we 
find that for 24 degrees of freedom, 5 per cent level of significance, and one- 
tail test the t-value is 1.7 1. 

Since t-value obtained above is less than the critical value we donot reject the 
hypothesis. Therefore, life expectancy has not changed Therefore, we accept 
the alternative hypothesis that life expectancy for the district has not changed 
after the health care measures. 

Testing ofHypothesis* 



Statistical Inference Check Your Progress 2 

1) A report claimed that in the 'School Leaving Examination', the average marks 
scored in Mathematics was 78 with a standard deviation of 16. However, a ran- 
dom sample of 37 students showed an average of 84 marks in Mathematics. In 
the light of this evidence, can we conclude that actually the average was more 
than 78? Use 0.05 level of significance. 

2). A passenger car company claims that average fuel efficiency of cars is 35 km. 
per litre of petrol. A random sample of 50 cars shows an average of 32 km. per 
litre with a standard deviation of 1.2 km. Does this evidence falsify the claim of 
the passenger car company at 0.01 level of significance? 

3) A random sample of 200 tins of coconut oil gave an average weight of 4.95 kg 
per tin with a standard deviation of 0.2 1 kg. Do we accept the hypothesis of net 
weight of 5 kg per tin at 0.01 level of significance? 

4) According to a report, the national average annual income of the government 
employees during a recent year was Rs. 24,632 with a standard deviation of Rs. 
1827. A random sample of 49 government employees during the same year shows 
an average annual income of Rs. 25,4 15. On the evidence of this sample, at 0.05 
level of significance, can we conclude that the national average annual income of 
government employees is indeed Rs. 24,632? 



19.5 TESTS FOR DIFFERENCE BETWEEN TWO 
SAMPLES 

Many times we need to test for the difference between two samples. The objective may 
be to ascertain whether both samples are drawn from the same population or to check 
whether a particular characteristic is the same in twd populations. For example, we 
formulate a hypothesis that the production per worker in plant A is the same as the 
production per worker in plant B. We discuss below the procedure for testing of such 
a hypothesis. i 

Here again we deal with two different situations: whether variance of both the 
populations are known. Another consideration is sample size: large or small. 

The null hypothesis is the statement that population means of both the populgtions are 
the same. In notations 

I Ho : PI = P2 . . . (1 9.9) 

The alternative hypothesis is the statement that both the population means are different. 
In notations 

I 
19.5.1 Population Variance is Known 

When standard deviations (positive square root of variance) of both the populations 
are known we apply z statistic specified as follows: 

In (1 9.1 1) above, subscript 1 refers to the first sample and subscript 2 refers tb the 
second sample. By applying relevant data in (19.1 1) we obtain-the observed value ofz 
and compare it with the critical value for specified level of significance. 

Example 19.4 

A bank wants to find out the average savings of its customers in Delhi and Kolkata. A 

C 
sample of 250 accounts in Delhi shows an average savings of Rs. 22500 while a 
sample of 200 accounts in Kolkata shows an average savings of Rs. 21500. Tt is 
known that standard deviation of savings in Delhi is Rs. 150 and that in Kolkata is Rs. 
200. Can we conclude at 1 per cent level of significance that banking pattern of customers 
in Delhi and Kolkata is the same? 

In this case the null kypothesis is Ho : p, = p, 

and the alternative hypothesis is H A  : pI # p2 

We are provided with the information that 

2, = Rs. 22500 o, =Rs. 150 

Z2 = Rs. 22400 0, = ~ s . f k  

n, = 250 n, = 200 

Since o , and o , are known we apply z-test. 

Testing ofHypothesis 
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The test statistic is z = 
- x 2  ) - (PI - ~2 11 

I - 

By applying the information provided above we obtain 

We find that at 1 per cent level of significance the critical value obtained from Table 
19.2 is 2.58. 

Since the observed value oft  is greater than the critical value oft the null hypothesis is 
rejected and the alternative hypothesis is accepted. Thus the banking pattern of customers 
in Delhi and Kolkata are different. 

19.5.2 Population Variance is not Known 

When population variance (,2) is not known we estimate it by sample variance (s2). 
If both samples are large in size ( ~ 3 0 )  then we apply z statistic as follows: 

On the other hand, if samples are small in size (n 5 30 ) then we apply t-statistic as 
follows: 

- 

t =  I(% - x2 1 -(PI - ~2 11 i-- "2 

Degrees freedom for t-test = (n, - 1) + (n, - 1) = n, + n2 2 

Example 19.5 

A mathematics teacher wants to compare the performance of Class X students in two 
sections. She administers the same set of questions to 25 students in Section A and 20 
students in Section B. She finds that Section A students have a mean score of 78 marks 
with standard deviation of 4 marks while Section B students have a mean score of 75 
marks with standard deviation of 5 marks. Is the performance of students in both 
Sections different at 1 per cent level of significance? 

In this case the null hypothesis is H,  : p, = p2 

and the alternative hypothesis is H A  : p, # p2 

We are provided with the information that 

%=78 s, = 4  



Since o,  and 0, are not known arid sample sizes are small we apply t-test. Testing of Hypothesis 

t =  
1  - 2  1 - 1 - 2  1 178 - 751 

3 

The degrees of freedom in this case is 25+20-2 = 43. 
\ 

We find out from Table 15.3 that at 1 per cent level of significance the t-value for 43 
degrees of fyedom is 2.69. 

Since the critical value o f t  is less than the observed value o f t  we reject the null 
hypothesis and accept the alternative hypothesis. Therefore, students in Section A and 
Section B are different with respecf to their performance in mathematics. 

Check Your Progress 3 

1 )  You are given the following information. 

0,  =6.1 0,  =6.1 . 
Test the following hypothesis. 

2, From two normal populations two samples are drawn. The following informa- 
tion is obtained. 

nl=l 5 n2=10 

Test the hypothesis at 1 % level of significance that there is no difference between 
both the populations. 

3) Suppose that samples of size n1=20 and n2=1 5 are drawn from two normal popu- 
lations. The sample statistics are as follows: 



Statistical Inference Can we conclude at the 5% level of significance that p, < p, ? 

LET US SUM UP 

In the present Unit we discussed about the methods of testing a hypothesis and drawing 
conclusions about the population. Hypothesis is a statement about a parameter. In 
order to test a hypothesis we formulate test statistic on the basis of the information 
available to us. In this Unit we considered two situations: i) description of a single 
sample, and ii) comparison between two samples. 

Construction ofthe test statistic depends on the knowledge about the population variance 
and sample size. When population variance is known to us or the sample size is 
large we apply normal distribution and use z statistic to test the hypothesis. On the 
other hand, when we do not know the population variance and sample size is small 
we construct the test statistic on the basis o f t  distribution. Remember that for large 
samples t distribution approximates normal distribution and therefore we can use z 
statistic. 

19.7 KEY WORDS 

Estimator : It is another name given to statistic in the theory of 
estidation. 

Parameter : It is a measure of some characteristic ofthe population. 

Problem of : Some times we may have some information about 
Hypothesis Testing certain features of the population and we want to 

examine whether the information is tenable in the light 
of a random sample drawn from the population. This 
problem of statistical inference is called the problem 
of hypothesis testing. 

Sampling Distribution : It is the relative frequency or probability distribution 
of a statisatic. 

Sampling Error : In the sampling method, we try to approximate some 
feature of a given population from a sample drawn 
from it. Since in the sample all the members of the 
population are not included, howsoever close the 
approximation is, it is not identical to the required 
population feature and some error is committed. This 
error is called the sampling error. 

Sampljng Fluctuation : It is the variation in the values of a statistic computed. 

Statistic ' : It is a function of the values of the units that are 
included in the sample. The basic purpose of a statistic 
is to estimate some population parameter. 

Standard Error It is the standard deviation ofthe sampling distribution 
of a statistic. 
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19.9 ANSWERSIHINTS TO CHECK YOUR 
PROGRESS EXERCISES 

Check Your Progress 1 

1) Go through Sections 18.2 and 18.3, and answer. 

2) It is large sample and a is unknown. It requires one-tail test. Thus rejection 
region is to the right hand tail of standard normal curve. Accordingly draw the 
diagram. 

Check Your Progress 2 

1) Since it is large sample with known variance, we apply z-statistic. Since alterna- 

tive hypothesis is p > 78 , we apply one-tail test. The observed value ofz is 2.28 
and critical value of z at 5% level of significance is 1.65. Since the observed 
value is greater than the critical value we reject the null hypothesis. Therefore, 
we conclude that the average marks was more than 78. 

2) It is a large sample with unknown variance. It requires two-tail test. The observed 
value ofz is 17.68 and critical value ofzat 1% level of significance is 2.58. Since 
the observed value is greater than the critical value, the null hypothesis is re- 
jected. 

3) It is a large sample with unknown variance. Requires two-tail test with z-statistic. 
Observed value of z is 3.37. Null hypothesis is rejected. 

4) Since it is large sample with known standard deviation, we applyz-statistic. Re- 
quires two-tail test. Observed value ofz is 3.00. critical value ofz at 5% level of 
significance is 2.58. null hypothesis is rejected. Therefore, the national average 
of annual income of government employees is different from Rs. 24532. 

Check Your Progress 3 

1) The samples sizes are large and population standard deviations are known. Hence 
we apply z-statistic and observed value ofz is 2.58. Since the alternative hypoth- 

esis is p, z p,  , we have a two tail test at a = 0.05 the critical value ofz is 1.96. 
Null hypothesis is rejected. 

2) The sample sizes are small and a is not known. Hence we apply t-statistic and 

observed value oft is 0.61. The hypothesis are Ho: p, = p, against HA: p, z p,  . 
Thus, it requires a two-tail test. For 23 d.f., at 1% level of significance, the 
critical value o f t  is 2.50. Ho is not'rejected. 

3) The sample sizes are small and a is not known, t-statistic is applied. Observed 

value of t is 0.72. Ho is p, = p, and HA is p, < p, . Hence one-tail test is 

required. Thus critical value o f t  at 33 d.f. for 5% level of-significance is 2.00. 
Ho is not rejected. 

Testing of Hypothesis 
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20.0 OBJECTIVES 

After going through this Unit you will be in a position to: 

a present nominal data in the form of contingency table; 

a explain the chi-square test statistic; and 

a apply chi-square test to contingency tables. 

20.1 INTRODUCTION 

In the previous two Units we discussed the procedures of drawing conclusions about 
population parameters on the basis of sample information. In many cases, particularly 
for nominal variables, we do not have parameters. Here a variable (or attribute) assumes 
values pertaining to a finite number of categories and we can count the number of 
observations in each category. Drawing inferences in the case of nominal data is the 
subject matter of the present Unit. 

The method of hypothesis testing discussed in the previous Unit requires certain 
assumptions about the population from which the sample is drawn. For example, 
application of t-test for small samples requires that the parent population is normally 
distributed. Similarly the hypothesis is formulated by specifying a particular vahe for 
the parameter. Hence these tests are called parametric tests. 

When it is not possible to make any assumption about the value of a parameter the test 
procedure described in the previous Unit fails. In situations where the population does 
not follow normal distribution or where it is not possible to specify the parameter 
value, we use non-parametric tests. 

There are many types of non-pareetric tests depending upon our need. However, 
we confine ourselves to a common procedure, that is, chi-square test for test of 
independence between variables. 

20.2 CONTINGENCY TABLE 

Contingency table is a rectangular table in which observations from the population are 
classified according to two characteristics. It is also called a two-way table, which is 



discussed in Unit 7. Recall that qualitative data can be arranged into categories and 
presented in the forin of a two-way table. 

In order to explain the application of chi-square test let us take a concrete example. In 
Unit 7 we had given an example on occupation of father and number of children. We 
divided occupation irito five categories - i) unemployed, ii) unskilled labour, iii) skilled 
labour, iv) self-employed, and v) professional. Similarly we divided families into five 
categories according the number of children - i) no child, ii) one child, iii) two children, 
iv) three children, and v) more than three children. For a sample of 650 families the 
data obtained is presented in Table 20.1. 

Table 20.1: Observed Frequency on Occupation and Number of Children 

Table 20.1 is a called contingency table, because we are trying to find whether the 
number of children is contingent upon the occupation of the father. 

Number 

of 
Children 

0 

1 

Our purpose is to test for possible relationship between the number of children and the 
- - 

occupation of father. Thus the null hypothesis is specified as 

H ,  : Number of children and occupation of father are independent 

against the alternative hypothesis 

Total 

58 

120 

Occupation 

2 22 3 3 45 40 43 

3 11 40 4 8 5 8 
-- 

3 0 

2 4  11 3 3 3 0 19 9 102 

H A  : Number of children and occupation of father are dependent 

Total 

In Table 20.1 we have presented the observed frequency for each cell in the table. 
What should be the expected frequency when there is no relationship between the 
variables under consideration? We will answer this question below. 

Unemployed 

(1) 

10 

3 5 

Chi-Square Test for 
Nominal Data 

Skilled 
Labour 

(3) 

10 

17 

Unskilled 
Labour 

(2) 

15 

25 

89 

20.3 EXPECTED FREQUENCIES 

As mentioned above, expected frequency is calculated under the assumption that there 
is no relationship betweed the number of children and the occupation of father. For 
each cell in Table 20.1 the expected frequency is obtained by multiplying the sample 
size n by the cell probability. In order to calculate the cell probability we first find out 
the marginal frequencies for each row and column. As you know from Unit 7 'row 
marginal' are given by the row totals. Similarly, 'column marginal' are given by column 
totals. 

For the rows, we can find out the 'marginal row probability'. For row 1 the marginal 

row probability, p(r ,) ,  is~given by 

Self- 
Employed 

(4) 

12 

18 

146 

Professional 

(5) 

11 

25 

150 147 118 650 



Statistical Inference Margihal row probabilities for other rows are 

Similarly for column 1 the marginal column probability, p(c, ) , is Gy 

Marginal column probabilities for other columns are 

Recall from Unit 13 that if events A and B are independent then the probability ofjoint 
occurrence of A and B is given by 

Therefore, if we assume the null hypothesis to be true, then cell probability for the first 

cell (el ,  rl ) will be 

Hence, expected frequency for the first cell will be 

Ell = n.p(r, n cl)=65o x 0.0122 = 7.94 . . .(20.4) . 

In general terms we can say that the expected frequency of cell ij is 

(Row i total) (Column j total) 
E.. = 

rl Sample size 

By applying (20.5) we calculate the expected cell frequency for each cell and prepare 
a table as given in Table 20.2. 

Table 20.2: Calculation of Expected Frequency for Each Cell 

The next step is to compare the observed frequency with the expected frequency. 

Number 
of 

Children 

a 
I 

2 

3 

2 4  

Total 

58.00 

120.00 

183.00 

187.00 

102.00 

650.00 

Occupation 

"1 

r2 

r3 

r4 

r5 

Total 

Seljl 
Employed 

C4 

13.12 

27.14 

41 39 

4229 

23.07 

147.00 

Skilled 
Labour 

c3 

1338 

27.69 

4223 

43.15 

23.54 

150.00 

Unemployed 

Cl 

7.94 , 

16.43 

25.06 

25.60 

13.97 

89.00 

Professional 

c5 

10.53 

21.78 

3322 

33.95 

18.52 

1 18.00 

Unskilled 
Labour 

c2 

13.03 

26.95 

41.10 

42.00 

22.9 1 

146.00 



20.4 CHI-SQUARE TEST STATISTIC 

In order to compare the observed frequency with the expected frequency we construct 
the chi-square statistic, which is w e n  by 

where 0 refers to observed frequency and E refers to expected frequency. 

The chi-square statistic has degrees of freedom (r - l)(c - 1) . For example, if there are 

3 rows and 4 columns, then degrees of freedom is (3 - 1)(4 - 1) = 6 . 
Let us summarise the steps to be followed in chi-square test. These are: 

p 1) specify the null and alternative hypotheses 

2) calculate the expected frequency for each cell by using (20.5) 

3) calculate the observed value of x statistic by using (20.6) 

4) determine the degrees of freedom according to the formula (r - l)(c - 1) 

5) check the level of significance (a )required 

6) from Table (1 5.2) given in Unit 15, Block 5 find out the critical value of x for 

a and relevant degrees of freedom 
. 

7) compare the observed value of x with the critical value of x 

8) if the observed value is less than the critical value, then do not reject H ,  

9) if the observed value is greater than the critical value, then reject H,  and accept 

HA 

For the data given in Table 20.1 let us find out the observed value of x 2. 

(Oi - Ei)2 
Table 20.3: 

E i 
for each Cell 

Chi-Square Test for 
Nominal Data 

Number 
of 

Children 

0 

1 

2 

3 

24 

Total 

1.80 

28.81 

5.08 

15.26 

12.46 

63.41 

Occupation 

r, 

r2 

r3 

r, 

r, 

Unemployed 

c1 

0.53 

20.99 

0.37 

8.33 

0.63 

30.85 Total 

Unskilled 
Labour 

c2 

0.30 

0.14 

1.60 

0.10 

4.44 

6.58 

Skilled 
Labour 

c3 

0.86 

4.13 

0.18 

0.54 

1.77 

7.48 

Self- 
Employed 

c4 

0.10 

3.08 

0.05 

5.84 

' 0.72 

9.77 

Professional 

c5 

0.02 

0.47 

2.88 

0.46 

4.89 

8.72 



Statistical Inference Since there are 5 rows and 5 columns, the degrees of freedom is (5 - 1) (5 - 1) = 16 

For 16 d.f. the critical value of X 2  at 5 per cent level of significance (see Table 15.3) 

is 26.30. We find from Table 20.3 we find that the observed value of X 2  is 63.41. 

Since the observed value is greater than the critical value we reject the null hypothesis 
and accept the alternative hypothesis. Therefore, we conclude that the variables 'number 
of children' and 'occupation of father' are dependent. 

Check Your Progress 1 

I) Explain the following concepts. 

a) marginal frequency 

b) cell probability 

c) expected frequency 

d) critical value of X 2  

2) There are three brands (orange, cola and lemon) of soft drinks produced by a 
company. A survey of 160 persons in two states (one form north- Punjab and 
one from south- Tamil Nadu) on the preference for soft drinkgs provides the 
following information. 

Test the hypothesis that there is no preference for particular brand of soft drink 
in both the states (a: = 0.05 ). 

lemon 

3 1 

29 . 

Punjab 

Tamil Nadu 

orange 

33 

17 

cola 

26 

24 



Chi-Square Test for 
Nominal Dat:. 

20.5 LET US SUM UP 
- - 

In the case of qualitative data we cannot have parametric values. Therefore, hypothesis 
testing on the basis of z-statistic or t-statistic cannot be performed. Chi-square test is 
applied to such situations. Chi-square test is a non-parametric test, where no assumption 
about population is required. There are various types of non-parametric tests beside 
the chi-square test. Moreover, chi-square test can be applied to many situations besides 
contingency table. 

In contingency table we test the null hypothesis that variables under consideration are 
independent of each other against the alternative hypothesis that variables are related. 
Here we compare expected frequency with observed frequency and construct the 
chi-square statistic. If the observed value of chi-square exceeds the expected value 
of chi-square we reject the null hypothesis. 

20.6 KEY WORDS 

Nominal Variable : Such a variable takes qualitative values and do not have 
ariy ordering relationships among them. For example, 
gender which assumes two qualitative values, male and 
female has no ordering in 'male' and 'female' status. A 
nominal variable is also called an attribute. 

Contingency Table : A two-way table to present bivariate data. It is called 
contingency table because we try to find whether one 
variable is contingent upon the other variable 

\ 

Degrees of Freedom : It refers to the number of pieces of independent information 
that are required to compute some characteristic of a given 
set of observations. 

Expected Frequency : It is the expected cell frequency under the assumption that 
both the variables are independent. 

20.7 SOME USEFUL BOOKS 
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Keller, G. and B. Warrack, 1991, Essentials of Business Statistics, Wadsworth 
Publishing Co., California. 
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20.8 ANSWERSIHINTS TO CHECK YOUR 

PROGRESS EXERCISES 

Check Your Progress 1 

1) Go through the text and explain these terms. 

2) The expected frequencies are 

t 

The observed value of chi-square statistic is 2.98. Degrees of freedom is 2. The 
critical value of chi-square at 5 per cent level of significance at 2 degrees of freedom 
is 5.99. Hence null hypothesis is not rejected and soft drink consumption is independent 
of the region. 

Punjab 

Tamil Nadu 

cola 

28.13 

21.88 

orange 

28.13 

21.88 

lemon 

33.75 

26.25 


